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Ohne Gewähr auf Vollständig- oder Richtigkeit

Abstract. It is well-known that a complex polynomial f P Crxs – an algebraic

object – is determined up to scalars in C˚ by its zero locus, the n zeroes
(counted with multiplicity) in C – a geometric object. This is the simplest

instance of an equivalence between an algebraic and a geometric category. To

make this statement rigourous will occupy us in the first half of this lecture.
In the second half we use algebraic methods to deduce elementary properties

of the geometric objects under investigation.
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0. Basic commutative algebra

To keep the prerequesites to a minimum (as covered by the basic algebra courses
LAAG I & II and Algebra, see for instance also the books by S. Bosch, Linear algebra
and Algebra, Springer) we will develop the necessary background of commutative
algebra as we go along. This text is essentially taken from

(i) M. Atiyah and I. MacDonald, Introduction to Commutative Algebra, Addison-
Wesley;

(ii) D. Eisenbud, Commutative algebra, Springer;
(iii) A. Gathmann, Commutative Algebra, available at

mathematik.uni-kl.de/agag/mitglieder/professoren/gathmann/notes/;

(iv) M. Reid, Undergraduate Commutative Algebra, Cambridge University Press.

No claim of any originality in the presentation of this material is made. Commuta-
tive algebra is a theory interesting in its own right with various ramifications, see
for instance [Re, Chapter 0.8] or [Ei, Chapter I.1]. Here, of course, we are going to
stress the geometric side of the theory.

0.1. Rings and ideals.
Basic ring theory. Unless mentioned otherwise, rings will be commutative and
with unit 1. We denote rings generically by A. A (ring) momorphism φ : A Ñ B
is assumed to satisfy φp1Aq “ 1B . A subring of a ring shares the same identity
element. Note in passing that we usually only speak of a morphism and leave it to
the context whether it is a morphism of rings, modules, varieties etc. A field is ring
in which 1 ­“ 0 and every nonzero element is a unit. If A and B are rings, the direct
product AˆB is the set of pairs tpa, bq | a P A, b P Bu with componentwise addition
and multiplication. In particular, if we consider A and B as subsets of A ˆ B via
the embedding a ÞÑ pa, 0q and b ÞÑ p0, bq, then A ¨B “ 0 on AˆB. Note in passing
that A and B embedded this way are not subrings for their respective identity
elements are e1 “ p1, 0q and e2 “ p0, 1q and thus different from p1, 1q, the identity
element of Aˆ B. Rather, they form a complete set of orthogonal idempotents, in
the sense that they satisfy e2

i “ ei (idempotency), e1e2 “ 0 (orthogonality) and
e1 ` e2 “ 1 (completeness). In general, if e1, . . . , er is a complete set of orthogonal
idempotents in a ring A, then A – Ae1 ˆ . . . ˆ Aer. If Ai is an infinite family of
rings we distinguish between the direct product

Ś

Ai and the direct sum
À

Ai.
For the latter, there are only a finite number of nonzero components. For a finite
number of rings both notions coincide.

A zerodivisor x P A divides 0, i.e. there exists y P Az0 such that xy “ 0. An
element x P A is nilpotent if xn “ 0 for some n. In particular, x is a zerodivisor if
A ­“ 0. A nontrivial ring A is integral if A has no zerodivisors, e.g. A “ Z. Recall
in passing that an integral ring has a field of fractions k “ QuotA, for instance
Q “ QuotZ. An element x P A is invertible or a unit if it divides 1, i.e. there
exists y P A such that xy “ 1. Units forms a multiplicative subgroup of A which
we denote by A˚. For example, if x P A is nilpotent, then 1´ x is invertible in A,
for p1´ xq ¨

řn´1
i“0 x “ 1.

For an integral domain A we say that a nonzero nonunit element x P A is irreducible
if x “ yz for y, z P A implies that either y or z is a unit. Further, a nonzero nonunit
x is called prime if x|yz (x divides yz) implies either x|y or x|z. Prime obviously
implies irreducible, but the converse is false in general. An integral domain A is
said to be a unique factorisation domain (UFD for short) if every a P AzpA˚Yt0uq
admits a prime decomposition a “ a1 ¨ . . . ¨ ar into primes which is unique up to
order and units. Note that if A is a UFD, then x P A is irreducible if and only
if it is prime [Bo, 2.4.10]. Examples are provided by Euclidean rings such as Z,
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krxs. Further, by Gauß’ Theorem, the polynomial ring Arxs is a UFD if A is a
UFD [Bo, 2.7.1]. In particular, the polynomial rings krX1, . . . , Xns are UFDs. For
the following exercise, recall that a polynomial f P Arxs is monic if its leading

coefficient is 1, i.e. f “ xn `
řn´1
i“0 aix

i.

1. Exercise (roots of monic polynomials). Let A be a UFD and k “ QuotA
its field of fractions. If f P Arxs is monic and has a root α P k ñ α P A.

Proof. Assume α R A. Write α “ p{q, where p and q have no common factors in
A. This is possible since A is a UFD. If q is a unit, then α P A so assume that q is
not a unit. If f “ xn `

ř

aix
i, then by assumption, pn “ ´

řn´1
i“0 aip

iqn´i, hence
q | pn. Decompose q “

ś

qi into irreducible factors. Then q1 | p
n “ pn´1p. Since

q1 is prime it divides either p or pn´1. In the second case we can continue until
also q1 | p. Contradiction, for q and p have no common factors. �

If a number x divides a and b, then x also divides their sum. This leads to the
notion of an ideal a of A. By definition, this is an additive subgroup such that
xa P a whenever x P A and a P a. If Σ Ă A is a subset, we write

pΣq “ t
ÿ

finite

xiai | xi P A, ai P Σu

for the ideal generated by Σ. Geometrically, ideals arise as follows. If X Ă kn,
and f and g are two polynomials in krx1, . . . , xns which considered as polynomial
functions vanish on X (i.e. fpxq “ gpxq “ 0 for all x P X), then so does their sum
f ` g. Further, if h is any other polynomial, h ¨ f also vanishes on X. In other
words,

IpXq “ tf P krx1, . . . , xns | fpxq “ 0 for all x P Xu

is an ideal. This notion gains its importance from the fact that if a is an ideal, then
the group quotient A{a inherits a natural ring structure and becomes the so-called
quotient ring. In this sense, an ideal is the ring analogue of a normal subgroup
of a group. An important example of ideals are kernels kerφ of ring morphisms
φ : A Ñ B. Note in passing that the image imφ is merely a subring and not an
ideal in general; we have a natural ring isomorphism imφ – A{ kerφ.

2. Proposition. For a ring A ­“ t0u, the following properties are equivalent.

(i) A is a field;
(ii) the only ideals in A are t0u “ p0q and A “ p1q;
(iii) every morphism of A into a nonzero ring is injective.

Proof. For (i)ñ(ii) we note that any nonzero ideal in a field k contains a unit and
is thus equal to k. For (ii)ñ(iii) we note that 1 ­“ 0 (otherwise p0q “ p1q) so that
any homomorphism A Ñ B ­“ t0u is nontrivial (it maps 1A to 1B). Hence its
kernel must be p0q whence injectivity. Finally, for (iii)ñ(i) we assume that x P A
is nonunit. Then pxq Ĺ p1q “ A so that B :“ A{pxq is a nontrivial ring. However,
the canonical projection AÑ B is injective, whence pxq “ 0. �

In a field k, all ideals are of the form pxq “ t
ř

finite aix
i | ai P ku. More generally,

an integral domain for which this is true is called a principal ideal domain (PID).
This is slightly less general than the notion of a Euclidean ring where the Euclidean
algorithm can be used to perform divisions with remainder. We have the following
implications: A Euclidean ñ PID ñ UFD ñ integral domain. Prime examples of
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Euclidean rings are Z or the polynomial rings krxs where k is a field (this essentially
accounts for their similarity). Note that for more than one variable, krx1, . . . , xns
is factorial, but not principal.

Maximal and prime ideals. An ideal m of A is maximal if m ­“ A and m Ă a Ă A
implies either m “ a or m “ A. In particular, A is a field if and only if p0q is
maximal. An ideal p ­“ A is prime if ab P p implies a P p or b P p. In particular, A
is integral if and only if the ideal p0q is prime.

3. Examples.

(i) Let k be a field and A :“ krx1, . . . , xns. If f P A is irreducible, then the ideal
generated by f , pfq “ tgf | g P Au, is prime by unique factorisation.

(ii) The prime ideals of Z are precisely of the form ppq for p P Z prime. In fact,
this is true for a general ring: p P A is prime ô ppq is prime. The same is
true for (i) if n “ 1; , but for n ą 1, A is no longer principal as we are going
to see later.

(iii) In a PID, every nontrivial ideal is maximal. Indeed, let paq ­“ 0 be a prime
ideal and assume pbq Ą paq, that is a P pbq, or equivalently, a “ xb. Then
either b P paq and we have equality, or x P paq, that is x “ ya. But then
a “ yba, that is, yb is a unit, so that pbq “ A.

Existence of maximal ideals is a standard application of Zorn’s lemma (see for
instance [Re, Chapter 1.7 and 1.8]). In fact, one can show that any proper ideal of
A is contained in some maximal ideal. It follows in particular that any nonunit of A
is contained in some maximal ideal so that for any ring A we have a decomposition
A “ A˚ Y

Ť

m, where the union is taken over all maximal ideals. More generally,
if S Ă A is a multiplicative subset, any ideal disjoint from S is contained in some
prime ideal in AzS [Re, Section 1.9]. (Recall that a subset S Ă A is multiplicative
if 1 P S and f , g P S implies fg P S.) The following characterisation is classical
[Bo, 2.3.8]:

(i) p is prime if and only if A{p is an integral domain;
(ii) m is maximal if and only if A{m is a field.

In particular, a maximal ideal is prime, and every prime ideal is obtained as the
kernel of a homomorphism φ : AÑ k where k “ Quot pA{pq is the so-called residue
field.

The set of prime ideals of a ring is obviously a partially ordered set with respect to
inclusion, i.e. p1 ď p2 ô p1 Ą p2. Minimal elements are called minimal primes.

4. Exercise (Minimal primes). Use Zorn’s lemma to show that any prime ideal
contains a minimal prime.

Proof. Let q be a prime ideal and let Σ be the set of prime ideals contained in p. If
C Ă Σ is a chain tpλuλPΛ for some ordered index set Λ, i.e. pλ Ă pµ if λ ě µ, then
p “

Ş

pλ is a prime ideal. Indeed, let ab P p so that ab P pλ for any λ P Λ. If a R p,
then there exists λ0 such that a R pλ0

, whence a R pλ any λ ě λ0. In particular,
b P pλ for pλ is prime. Since pλ0 Ă pµ for all µ ď λ0, b P p so that p P Σ. By
design, p is a lower bound for C. Therefore, Zorn’s lemma implies that there exists
a minimal element p0 P Σ. �
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5. Example. Associate with a P kn the evaluation morphism

eva : krx1, . . . , xns Ñ k, f ÞÑ fpaq.

Since A{ ker eva – k is a field, ma “ ker eva is a maximal ideal. We show that
ma “ px1 ´ a1, . . . , xn ´ anq. The inclusion Ą is obvious. For the other inclusion,

let us first assume ai “ 0 and write f “
ř

ci1...inx
i1
1 . . . xinn P ma as

fpx1, . . . , xnq “ x1g1px1, . . . , xnq ` f2px2, . . . , xnq,

where f2p0, . . . , 0q “ fp0, . . . , 0q “ 0. We can repeat this proces to obtain

fipxi, . . . , xnq “ xigipxi, . . . , xnq ` fi`1pxi`1, . . . , xnq

with fi`1p0, . . . , 0q “ 0, whence f “ x1g1 ` . . .` xngn P px1, . . . , xnq. The general
case now follows from the coordinate change yi “ xi ´ ai.

In fact, any maximal ideal is precisely of this form if k is algebraically closed. This
will be an easy consequence of the

6. Theorem (weak Nullstellensatz). If m is a maximal ideal in krx1, . . . , xns,
then k Ă krx1, . . . , xns{m is a finite field extension (see also Appendix for a recap
on field extensions).

Proof. This is a standard fact from algebra which we will assume for the moment
as its proof (given in 2.36) requires some additional machinery. �

7. Corollary (points and maximal ideals). If k is algebraically closed (as we al-
ways assume unless mentioned otherwise) every maximal ideal m Ă krx1, . . . , xms is
of the form m “ px1´a1, . . . , xn´anq for a “ pa1, . . . , anq P k

n. Geometrically, this
means that maximal ideals in krx1, . . . , xns correspond to points a “ pa1, . . . , anq
in kn.

Proof. Indeed, k Ă K “ krx1, . . . , xns{m is a finite, hence algebraic field extension
of k. Since k is algebraically closed, k – krx1, . . . , xns{m. Compose this isomor-
phism with the evaluation map krx1, . . . , xns Ñ K, fpx1, . . . , xnq ÞÑ fpα1, . . . , αnq
for αi “ the image of xi in K. Since this restricts to the identity on k we have
xi ´ ai P m, the kernel of this map. Hence px1 ´ a1, . . . , xn ´ anq Ă m. The
conclusion follows since px1 ´ a1, . . . , xn ´ anq is maximal by Example 0.5. �

8. Remark. The weak Nullstellensatz has various generalisations (see for in-
stance [Ei, Theorem 4.19]). In particular, we can drop the requirement of alge-
braically closedness of k, where the weak Nullstellsatz reads as follows. The maxi-
mal ideals of krx1, . . . , xns are of the form m “ px1´a1, . . . , xn´anqXkrx1, . . . , xns
for a “ pa1, . . . , anq P K

n where k Ă K is an algebraic field extension, cf. also Ex-
ercise 0.9). The point a is in general not uniquely determined. Indeed, if the field
extension k Ă K is Galois with Galois group G, then two points a and b P Kn give
rise to the same maximal ideal if and only if there is an element σ P G such that
σpaq “ b (cf. [Re, Exercise 5.7]).

9. Exercise (Evaluation maps in nonalgebraically closed fields). Let k Ă K
be an algebraic field extension. For a “ pa1, . . . , anq P K

n, consider the evaluation
map eva : krx1, . . . , xns Ñ K.

(i) Determine the image of eva.
(ii) Show that ker eva is a maximal ideal.
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(iii) Show that ker eva “ px1 ´ a1, . . . , xn ´ anq X krx1, . . . , xns (the intersection
taking place in Krx1, . . . , xns, that is, we consider krx1, . . . , xns as a subring
in Krx1, . . . , xns and px1 ´ a1, . . . , xn ´ anq as an ideal in Krx1, . . . , xns).

Proof. (i) Im eva “ kra1, . . . , ans “ t
řd1,...,dn
i1,...,in“0 ci1...ina

i1
1 ¨ . . . ¨ a

in | ci1...in P ku,

where adi`1
i “ 0 (recall that k Ă K is algebraic).

(ii) As a subring of an integral domain, kra1, . . . , ans has a quotient field which
we denote by kpa1, . . . , anq and which lies inside K. By induction on n we see
that kra1, . . . , ans “ kpa1, . . . , anq (n “ 1 was just discussed above). By (i),
kra1, . . . , ans – krx1, . . . , xns{ ker eva which shows that ker eva is maximal.

(iii) The inclusionĄ is clear. For the converse, consider eva as a mapKrx1, . . . , xns Ñ
K and let f P ker eva X krx1, . . . , xns. By Corollary 0.7, f regarded as an element
in Krx1, . . . , xns lies in px1 ´ a1, . . . , xn ´ anq, whence f P px1 ´ a1, . . . , xn ´ anq X
krx1, . . . , xns. �

Local rings. We now come to a key notion in commutative algebra and algebraic
geometry. Despite the definition which looks rather special local rings exist in
abundance, cf. Section 1.1.3.

10. Definition (local ring and residue field). A ring A is local if it has a
unique maximal ideal m. The field k “ A{m is called the residue field of A.

Trivial examples of local rings are fields. To get more interesting ones we use the
following

11. Proposition. The following properties on a ring A are equivalent.

(i) A ring A is local with maximal ideal m;
(ii) all the nonunits of A form an ideal m;
(iii) there exists an ideal m ­“ p1q such that every x P Azm is a unit in A;
(iv) there exists a maximal ideal m of A such that 1`m “ t1` x | x P mu Ă A˚.

Proof. (i)ô(ii) If A is local with maximal ideal m, then we have a disjoint union
A “ A˚ Y m, that is, m is the set of nonunits which therefore form an ideal.
Conversely, any maximal ideal consists of nonunits and must be contained in m by
assumption. Therefore, m is maximal and is the unique ideal with this property.

(ii)ô(iii) This is a trivial reformulation.

(i)ô(iv) If A “ A˚Ym is local with maximal ideal m, then 1`m Ă A˚ for 1`mXm
is the empty set. Conversely, let x P Azm. By (iii) we must show that x is a unit.
Since m is maximal, the ideal generated by x and m must be A so that there exists
y P A and m P m with xy `m “ 1. By assumption, xy “ 1´m P A˚ Ă Azm, thus
x P A˚. �

12. Examples. The following examples of local rings are obtained by localisation
which we will explain in fuller detail in Section 1.1.3. This is the typical way how
local rings arise in geometry.
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(i) Suppose that one is interested in divisibility in Z by a particular prime, say 5.
Then n is divisible by 5 in Zô it is divisible by 5 in Zr1{2, 1{3, 1{7s. Actually,
there is no reason to stop here, so we put

Zp5q “ t
p

q
P Q | 5 - qu Ă Q.

It follows that 5 - n in Z ô n{m P Zp5q is a unit. The nonunits are thus given
by tp{q P Zp5q | 5 | pu “ 5Zp5q which is an ideal. Therefore, Zp5q and more
generally, Zppq for any prime number p P Z, is a local ring.

(ii) Similarly, we can replace Z by krxs to get a more geometrically flavoured
example. For instance,

krxspxq “ t
f

g
P kpxq | X - gu Ă kpxq

“ t
f

g
| gp0q ­“ 0u

which is a local ring with maximal ideal t fg | fp0q “ 0u. This example explains

the word ‘localisation’. Indeed, thinking of krxs as functions on the x-axis,
krxspxq can be thought of as the ring of rational functions which are defined
near x “ 0. The maximal ideal is then given by functions which vanish at
x “ 0.

(iii) More generally, let p in A a prime ideal of an integral domain, and let

Ap :“ t
f

g
P QuotA | g R pu.

One easily checks that this is a ring whose set of nonunits tf{g | f P p, g R pu
is an ideal. In particular, Ap0q “ QuotA.

Radical ideals. In k consider the zero locus Zpfq “ t0u of fpxq “ x2. Any
polynomial g P pfq also vanishes on Zpfq. Further, so does ppxq “ x, but p R
pfq. Intuitively, the equation f “ 0 which defines Zpfq is not of minimal degree.
However, p2 P pfq. This phenomen leads to a key notion in algebraic geometry:

13. Definition (radical ideal, nilradical, reduced ring). Let a Ă A be an
ideal. Its radical is

?
a :“ ta P A | an P a for some nu.

We obviously have a Ă
?
a. If equality holds we call a a radical ideal. Further,

we call

nilA :“
a

p0q “ tx P A | xn “ 0 for some n P Nu
the nilradical of A. By definition, this is the set of nilpotent elements of A. If
nilA “ 0, then A is called reduced.

14. Remark. In general, consider an ideal a Ă krx1, . . . , xns. Subsets of the form
Zpaq “ ta P kn | fpaq “ 0 for all f P au are called algebraic sets. As the example
before the definition shows, a Ă I ˝Zpaq, but the inclusion might be strict. In fact,
Hilbert’s Nullstellensatz 1.16 states that I ˝ Zpaq “

?
a.

15. Lemma (quotient ring characterisation of radical ideals). The radical
of an ideal is itself an ideal. Furthermore, a is radical ô A{a is reduced.
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Proof. To show that
?
a is an ideal we first note that it is closed under multiplica-

tion. if a P
?
a so that an P a, and x P A, then pxaqn “ xnan P a for a is an ideal.

Further, 0 P
?
a, and if a, b P a, then pa ` bq2k “

řk
i“1 c

2k
i a

ib2k´i P a for k such
that ak and bk P a. Here, c2ki are the standard binomial coefficients. Again, since
a is an ideal, this sum is in a. Next, let x̄ denote the equivalence class of x P A in
A{a.

ñ) If x̄ P A{a is nilpotent, then there exists n P N such that x̄n “ 0, i.e. xn P a.
Hence x P

?
a which is a by assumption, so x̄ “ 0.

ð) If x P
?
a, i.e. xn P a, then also x̄n “ 0 in A{a. Since the quotient ring is

assumed to be reduced, x̄ “ 0, whence x P a. �

16. Proposition (Nilradical and prime ideals).

nilA “
č

pĂA prime

p

Put differently, f P A is not nilpotent ô there is a prime ideal p Ă A such that
f R p.

Proof. ð) If f is nilpotent it belongs to every prime ideal for 0 “ fn “ fn´1f P p
etc.

ñ) Let f P A be not nilpotent. Consider the multiplicative subset S “ t1, f, f2, . . .u
of A generated by f . Since f is not nilpotent, 0 R S so that S X p0q “ H. By 0.0.1
we know that there is a prime ideal which does not intersect S. �

17. Corollary (radical ideals and prime ideals). If a Ă A is radical ñ

a “
č

aĂp prime

p.

In particular,
?
a “

Ş

aĂp prime p for any ideal a of A.

Proof. Just apply the previous proposition to A{a and recall that for any surjective
morphism p : A Ñ B – ppAq (and in particular, for B “ A{a), there is a 1 ´ 1
order preserving correspondence between ideals a containing ker p, and ideals b in
ppAq provided by p´1pbq. �

18. Corollary (rings with zerodivisors). If A is a ring with zerodivisors, then
either A is not reduced, or it has more than one minimal prime ideal.

Proof. Indeed, assume that nilA “
Ş

p “ p0q, where the intersection is taken over
all prime ideals, cf. Proposition 0.16. Now any prime ideal contains a minimal one
(a consequence of Zorn’s lemma, since the intersection of prime ideals in a prime
ideal is again prime), so we can restrict the intersection to minimal primes in A.
If there is only one minimal prime p0, then p0q “

Ş

p “ p0 and A is an integral
domain, a contradiction. �

More generally, we can define
?
E in the same way for any subset E Ă A. Of

course,
?
E is no longer an ideal in general. For later use we note the following

19. Proposition.
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(i)
a

Ť

iEi “
Ť

i

?
Ei for any family of subsets Ei.

(ii) Let ann pxq “ ta P A | a ¨ x “ 0u denote the annihilator of x in A. then

D “ the set of zero-divisors of A “
Ť

x ­“0

a

ann pxq.

Proof. (i) Straightforward.

(ii) We need to show D “
?
D. Indeed, if an P D, then there exists 0 ­“ x P A such

that x ¨ an “ x ¨ a ¨ an´1 “ 0. Hence, either x ¨ a “ 0 and thus a P D, or an´1 P D.
After a finite number of steps, a P D. �

In the same way, we can also consider the intersection of all maximal ideals.

20. Definition (Jacobson radical). The Jacobson radical J pAq of a ring A is
the intersection of all maximal ideals. of A.

By Remark 0.23 below this is indeed a radical ideal. It can be characterised as
follows:

21. Proposition. x P J pAq ô 1´ xy is a unit in A for all y P A.

Proof. ñ) Suppose that 1´xy is not a unit. Then it is contained in some maximal
ideal m. Since x P J pAq Ă m, xy P m and thus 1 P m, a contradiction.

ð) By contraposition. Suppose x R m for some maximal ideal. Then pm, xq “ A by
maximality of m, hence m` yx “ 1 for some m P m and y P A. Hence m “ 1´ xy
is not a unit. �

Operations on ideals. If a and b are two ideals of A, the following operations
give new ideals.

(i) The sum is the ideal defined by

a` b :“ ta` b | a P a and b P bu “ paY bq

(check the latter identity!). It is the smallest ideal containing a and b. Simi-
larly,

ř

i ai consists of elements of the form
ř

ai with ai P ai all of which are
zero but a finite number.

(ii) The intersection aX b is again an ideal, while the union is not, in general.
(iii) The product is the ideal defined by

a ¨ b :“ pta ¨ b | a P a, b P buq.

Similarly, we can define the product of a finite number of ideals. In particular,
we have the powers an of an ideal (with the convention a0 “ p1q. Thus an is
the ideal generated by all products x1 ¨ . . . ¨ xn with xi P a.

(iv) The quotient is the ideal defined by

b : a :“ tx P A | xa Ă bu.

As usual, we often write simply x for the principal ideal pxq generated by x.
In particular, if a “ paq and b “ pabq, then b : a “ ab : b “ pbq if a is not a
zerodivisor. In particular, 0 : b “ tx P A | xb “ 0u is called the annihilator
of b in A and is also written ann pbq. Note that ann pxq “ ann ppxqq so that
the notation is consistent with the one introduced in Proposition 0.19.

22. Examples.
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(i) If A “ Z, a “ pmq and b “ pnq, then a ` b “ pg.c.d.pn,mqq; a X b “
pl.c.m.pn,mqq; and ab “ pnmq. Thus a ¨ b “ a X b ô m, n are coprime.
Similar statements are true in any principal ideal domain.

(ii) Let a “ px1, . . . , xnq Ă A “ krx1, . . . , xns. Then ak is the set of polynomials
with no terms of degree ă k.

23. Remark. We have the following properties which can be checked by direct
computation.

(i) Sum, intersection, and product are all commutative and associative.
(ii) apb` cq “ ab` ac.
(iii) aX pb` cq “ aX b` aX c if a Ą b or a Ą c.
(iv) ab Ă aX b with equality provided a` b “ p1q, that is, a and b are coprime.
(v) a Ă pa : bq.
(vi) pa : bqb Ă a.

(vii) ppa : bq : cq “ pa : bcq “ ppa : cq : bq.
(viii) p

Ş

i ai : bq “
Ş

ipai : bq.
(ix) pa :

ř

i biq “
Ş

ipa : biq.

(x)
a?

a “
?
a, i.e. any radical is a radical ideal.

(xi)
?
ab “

?
aX b “

?
aX

?
b.

(xii)
?
a “ p1q ô a “ p1q.

(xiii)
?
a` b “

b

?
a`

?
b.

(xiv) If p is prime,
?
pn “ p for all n ą 0.

24. Proposition (union of primes and primes as intersection).

(i) Let b1, . . . , bn be ideals of which at most two are not prime. If a Ă
Ť

bi ñ
a Ă bi for some i.

(ii) Let a1, . . . , an be ideals, and let p be a prime ideal containing
Ş

ai ñ ai Ă p
for some i. If p “

Ş

ai, then ai “ p.

Proof. (i) We do induction on n the number of sets in the union. If n “ 1 there
is nothing to prove so assume n “ 2. If a is contained in any smaller union then
we are done. Otherwise, there exists two elements ai P bi such that a1 R b2 and
a2 R b1. But then a1 ` a2 R bi, i “ 1, 2, contradiction!

We may thus assume that n ě 3 and that the result has been proven for n ď 2. In
particular, we have at least one prime ideal in the union, say b1. If a is contained
in any smaller union we are done by the induction hypothesis. If not, then for
all i there is xi P a such that xi P bj if and only if j “ i. But then the element
x “ x1`x2 ¨ . . . ¨xn is not in any bj , for if x P b1, then x2 ¨ . . . ¨xn P b1 and thus some
xk P b1 for k ą 1, a contradiction. If x P bi, i ě 2, then x1 “ x´ x2 ¨ . . . ¨ xn P bi,
again a contradiction.

(ii) Proof by contraposition. Suppose ai Ć p for all i. Then there exists xi P ai
with xi R p, and thus x1 ¨ . . . ¨ xn P a1 ¨ . . . ¨ an Ă

Ş

ai. However, x1 ¨ . . . ¨ xn R p for
p is prime so that

Ş

ai Ć p. Finally, if p “
Ş

ai, then p Ă ai, whence p “ ai for
some i. �

25. Exercise (Reduced rings with finitely many primes). Let A be a reduced
ring with finitely many distinct minimal primes pi, i “ 1, . . . , n ñ

AÑ ‘iA{pi, a ÞÑ pamod p1, . . . , amod pnq
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is an injection. Furthermore, the image has nontrivial intersection with every sum-
mand.

Proof. Assume that pamod p1, . . . , amod pnq “ 0. Then a P
Ş

i p “
Ş

p, where
the intersection is taken over all primes (here we use the minimality). Since

Ş

p “
nilA “ t0u (here we use that A is reduced), a “ 0. Hence the map is injective. Now
let i P t1, . . . , nu. We must show that there exists a P A such that amod pi ­“ 0, but
amod pj “ 0 for j ­“ i. Assume that this is not the case. Then for all a P

Ş

j ­“i pj ,

amod pi “ 0, i.e. a P pi so that
Ş

j ­“i pj Ă pi. By Proposition 0.24, there exists
j ­“ i with pj Ă pi, and thus pj “ pi by minimality. Contradiction! �

Ideals under morphisms. Next we investigate the behaviour of ideals under
ring morphisms ϕ : AÑ B. Such a morphism can be factorised as

A
π
� fpAq

ι
ãÑ B,

so it is enough to understand what is happening for surjective and injective maps.

First we consider the surjective case, i.e. morphisms of the form π : A Ñ πpAq –
A{a for an ideal a Ă A. We have already used in Corollary 0.17 the 1 ´ 1 order
preserving correspondence between ideals a containing ker p, and ideals b in πpAq
provided by π´1pbq. Moreover, if a is a radical/prime/maximal ideal, and if b Ă a is
an ideal, then a{b is radical/prime/maximal in A{b as follows from the isomorphism
pA{bq{pa{bq – A{a.

Now some general observations. The inverse image under ϕ of an ideal b in B is
always an ideal. However, the image under ϕ of an ideal a is usually no longer
an ideal as the example of the inclusion Z Ñ Q shows (take any nonzero ideal
pmq Ă Z).

26. Definition (extension and contraction of an ideal). If a is an ideal in A,
then the ideal ae :“ pϕpaqq in B generated by the image of a is called the extension
of a (under ϕ). Explicitly, ae “ t

ř

finite biϕpaiq | ai P a, bi P Bu. Further, we call
the ideal bc “ ϕ´1pbq the contraction of b (under ϕ).

27. Remark. The contraction of a maximal ideal need not be maximal again.
However, the contraction of a prime ideal is prime again, while the extension of a
prime ideal is not prime in general

28. Examples.

(i) For an integral domain A, consider the inclusion A Ñ k “ QuotA. As a
field, k has only two ideals, p0q and k. Their respective contractions in A are
p0q and A respectively. Note that p0qc is no longer maximal, but still prime.
Conversely, let a Ă A be an ideal in Z. Then unless p “ p0q, pe “ QuotA.

(ii) If A ãÑ Arxs is the classical inclusion of A into its polynomial ring, and a is
an ideal of A, then its extension with respect to this inclusion is given by

arxs :“ a ¨Arxs “ t
n
ÿ

i“0

aix
i | ai P au.

Another way of understanding arxs is to consider the natural projection map
Arxs Ñ A{arxs. Its kernel is precisely arxs which also implies that Arxs{arxs –
pA{aqrxs. In particular, if a “ p is a prime ideal in A, then so is prxs in Arxs
for pA{pqrxs is integral.
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The following example is classical.

29. Example from algebraic number theory. Consider Z ãÑ Zris, where
Zris “ ta` ib | a, b P Zu is the ring of Gaussian integers (this is a Euclidean ring).
The extension of a prime ideal ppq of Z may or may not stay prime. Indeed, there
are three cases to consider:

(i) p2qe “ pp1` iq2q, which is the square of the prime ideal p1` iq in Zris;
(ii) if p ” 1 mod 4, then ppqe is the product of two distinct prime ideals (for

example, p5qe “ p2` iqp2´ iq;
(iii) if p ” 3 mod 4, then ppqe is prime in Zris.
This yields all prime ideals of Zris.

30. Exercice (Extensions and Contraction of ideals). Let ϕ : A Ñ B a
ring morphism. Then

(i) a Ă aec and b Ą bce;
(ii) bc “ bcec and ae “ aece;
(iii) if C is the set of contracted ideals in A and if E is the set of extended ideals

in B, then C “ ta | aec “ au, E “ tb | bce “ bu;
(iv) a ÞÑ ae is a bijective map of C onto E, whose inverse is b ÞÑ bc.

Proof. Direct computation. �

Spectra.
31. Definition (spectrum of a ring). The (prime) spetrum of a ring A is
defined by

SpecA “ tp Ă A | p is prime in Au.

One sometimes also considers the maximal spectrum mSpecA consisting of max-
imal ideals only.

32. Examples.

(i) A ring k is a field ô p0q is maximal. Hence mSpec k “ Spec k “ t0u. More
generally, mSpec krx1, . . . , xns – kn for a field k by Corollary 0.7.

(ii) SpecZ “ tp0q, p2q, p3q, p5q, . . .u while SpecZris consists of the following types
of prime ideals (cf. Example 0.29) p0q, p1 ` iq “ p1 ´ iq, pe if p ” 3 mod 4
(the extension being taken with respect to the inclusion ZÑ Zris), and prime
ideals q such that qq̄ “ ppqe for p ” 1 mod 4.

(iii) If k is a (not necessarily algebraically closed) field, then krxs is Euclidean. In
particular, a nontrivial ideal p “ pfq in krxs is prime ô f is irreducible, that
is,

Spec krxs “ tp0qu Y tpfq | f irreducibleu.

For instance, we find for k “ R that f is irreducible if and only if up to units,
f “ x ´ a or f “ px ´ zqpx ´ z̄q “ Rrxs X px ´ zq for z P CzR. Hence
SpecRrxs “ tp0qu Y RY tz P C | im z ą 0u. If, in addition, k is algebraically
closed, then irreducible polynomials are up to units of the form x´a for a P k
so that in this case, Spec krxs “ tp0qu Y k. Note that mSpec krxs “ k can be
thought of as the set of points of k. For the geometric interpretation of the
trivial ideal p0q, see Exercise 0.38.

(iv) Let a Ă A be an ideal. By what we said before Definition 0.104, SpecA{a “
tp P SpecA | a Ă pu.
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(v) Let k be a not necessarily algebraically closed field. We think of krx, ys as
pkrxsqrys. Then the prime ideals of krx, ys are as follows: p0q, pfq for f P krx, ys
irreducible, and maximals ideals of the form m “ pp, gq where p P krxs is an
irreducible polynomial, and g P krx, ys a polynomial such ḡ P pkrxs{ppqqrys is
irreducible. In particular, krx, ys{m “ pkrxs{ppqqrys{pḡq is a finite extension
field of k (see Proposition 0.33 below).

(vi) The prime ideals of Zrys are as follows: p0q, pfq for f P Zrxs irreducible,
and maximal ideals of the form m “ pp, gq where p P Z is a prime number,
and g P Zrys a polynomial such ḡ P Fprys where Fp “ Z{ppq is irreducible.
In particular, Zrys{m “ pZ{ppqqrys{pḡq “ Fprys{pḡq is a finite extension field
of Fp. Note the similarity between the previous example (think of krx, ys
as pkrxsqrys) which highlights again the analogy between the Euclidean rings
krxs and Z (see Proposition 0.33 below).

The cases (iv) and (v) follow from the following proposition if we put B “ krxs
with K “ kpxq “ QuotB, and B “ Z with K “ Q respectively.

33. Proposition. Let B be a principal ideal domain and K its field of fractions
ñ the prime ideals of the UFD A “ Brys are as follows:

(i) p0q;
(ii) ppq for p P A with p prime;
(iii) maximal ideals of the form m “ pp, gq where p P B is irreducible, and g P A

such that ḡ P B{ppqrys is irreducible.

Proof. Recall that a polynomial f P Krys for K “ QuotB, B a UFD, has a reduced
expression f “ af0 where a P K and f0 P Brys is primitive, that is, its coefficients
have no common factor in B other than units. Gauß’ lemma asserts that the
product of two primitive polynomials is again primitive.

If the prime ideal p in A is principal, then there is nothing to prove. Otherwise we
can assume that p contains two elements f1 and f2 P A “ Brys with no common
factor in A (since A is a UFD it is enough to pick an irreducible element f1 ­“ 0 in
p, and to take f2 P pzpf1q).

Step 1. f1 and f2 have no common factors in Krys Ą Brys “ A. Assume not.
Write fi “ hgi with h, g1 and g2 in Krys, and deg h ą 0. Consider their reduced
expressions h “ ah0, gi “ biγi with a, b1 and b2 P K and h0, γ1 and γ2 in Brys
primitive. By Gauß’ lemma, h0γi is again primitive, so that A “ Brys Q fi “ hgi “
pabiqph0γiq implies ab1 P B, and similarly, ab2 P B. Hence h0 divides f1 and f2 in
A, a contradiction.

Step 2. The ideal a generated by f1 and f2 has nonzero intersection with B, that
is, pf1, f2q X B ­“ 0. Indeed, Krys is a PID, and gcdpf1, f2q “ 1 by the previous
step. Hence there exist g1, g2 P Krys such that g1f1 ` g2f2 “ 1. If b P B is a
common denominator of the coefficients of g1 and g2, then bg1 and bg2 P A “ Brys,
whence a Q bg1f1 ` bg2f2 “ b is also in B.

Step 3. Conclusion. If p is a prime of A “ Brys, then B X p is a prime of B. By
the previous step, BXp “ ppq for p a prime in B (B is a PID!). Now any nontrivial
prime in a PID is maximal so that kp :“ B{ppq is in fact a field. Moreover, the
natural map A “ Brys Ñ kprys obtained by reducing the coefficients mod p is
surjective with kernel given by ppqe Ă p (the extension being taken with respect to
the inclusion B Ă A). Consequently, p corresponds to a prime (and thus maximal)
ideal in kprys which must be of the form pḡq for a reduced element g P A. Hence
p “ pp, gq, and p is maximal.
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�

34. Remark. Note that A{p – pA{ppqeq{pp{ppqeq – kprys{pḡq is a finite field
extension of kp “ B{ppq. Hence, if B “ krxs where k is algebraically closed, any
finite extension of k is just k so that p and g are irreducible polynomials in krxs
resp. krys, and therefore linear. In particular, m “ px´ a, y ´ bq for a, b P k.

35. Exercise (Zariski topology of SpecA). For each T Ă A, let ZpT q Ă SpecA
denote the set of all prime ideals of A which contain T . Show that

(i) if a is the ideal generated by T , then ZpT q “ Zpaq “ Zp
?
aq and Zpaq “

SpecA{a;
(ii) Zp0q “ SpecA and Zp1q “ H;
(iii) if pTiqiPI is any family of subsets of A, then

Zp
ď

iPI

Tiq “
č

iPI

ZpTiq;

(iv) ZpaX bq “ Zpabq “ Zpaq Y Zpbq for any two ideals a, b of A.

It follows that the sets ZpT q satisfy the axioms for closed sets in a topological space.
The resulting topology is called the Zariski topology of SpecA.

Proof. (i) The only nontrivial inclusion requires to show that for any prime ideal
p, a Ă p implies

?
a Ă p. Now if a P

?
a, then an P a Ă p for some n. Hence either

a P p or an´1 P p. Continuing this way if necessary, we see that a P p after a finite
number of steps. Next we know that the prime ideals in A{a correspond precisely
to the prime ideals of A containing a.

(ii) Clear.

(iii) p P Zp
Ť

Tiq ô Ti Ă p for all i, whence the assertion.

(iv) Since
?
ab “

?
aX b “

?
ab by Remark 0.23, the only nontrivial inclusion is

ZpaX bq Ă Zpaq Y Zpbq. Now by Proposition 0.24 (ii), aX b Ă p implies a Ă p or
b Ă p, whence p P Zpaq Y Zpbq. �

36. Exercise (Basic open sets for the Zariski topology). For each a P A
let Da denote the complement of Zpaq in SpecA. In particular, Da is open, the
so-called basic open set. Show that

(i) tDauaPA forms a basis of open sets for the Zariski topology (i.e. any open set
is a union of open sets of the form Da);

(ii) Da XDb “ Dab;
(iii) Da “ H ô a is nilpotent;
(iv) Da “ SpecA ô a is a unit;

(v) Da “ Db ô
a

paq “
a

pbq;
(vi) SpecA is quasi-compact (i.e. every open covering of SpecA has a finite sub-

covering).

Proof. (i) This follows from ZpT q “
Ş

aPT Zpaq by taking complements.

(ii) pDa XDbq
c “ Zpaq Y Zpbq “ Zpabq by (iv) of the previous exercise.

(iii) Da “ H ô Zpaq “ SpecA ô a Ă
Ş

pPSpecA p “ nilA by Proposition 0.16.

(iv) Da “ SpecA ô Zpaq “ H ô a is a unit. (otherwise a would be contained in
some maximal ideal).
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(v) Da “ Db ô Zp
a

paqq “ Zpaq “ Zpbq “ Zp
a

pbqq. This implies that a prime

ideal p contains
a

paq ô p contains
a

pbq. By Corollary 0.17,
a

paq “
Ş

?
paqĂp

p “
Ş

?
pbqĂp

p “
a

pbq.

(vi) By (i) of this exercise it is enough to consider coverings by basic open subsets,
i.e. SpecA “

Ť

Dai . By (ii) of the previous exercise, SpecA “ D1, so
Ş

Zpaiq “
Zp

Ť

aiq “ D1 “ H. Hence 1 P pai | i P Iq, the ideal generated by the ai.
In particular, 1 “

ř

jPJ xjaj for a finite subset J Ă I which implies SpecA “
Ť

jPJ Daj . �

37. Remark. We can regard Z as a map which takes subsets of a ring A to subsets
of its spectrum SpecA. Conversely, we can assign to a given subset X Ă SpecA
the ideal

IpXq “
č

pPX

p Ă A.

These operations are inverse in the following sense, namely

Z ˝ IpXq “ X̄ and I ˝ Zpaq “
?
a,

where X̄ “
Ş

XĂZpT qZpT q “ Zp
Ť

XĂZpT q T q denotes the closure of X, the small-

est closed subset which contains X (cf. also Section 1.1.1, in particular Proposi-
tion 1.18). Indeed, let us show that Z ˝ IpXq “ X̄. First, if p P X, then IpXq Ă p
so that p P ZpIpXqq. Hence X Ă ZpIpXqq, and since X is closed, we have also
X̄ Ă ZpIpXqq. Conversely, let Y Ă SpecA be any closed set containing X. Then
Y “ Zpaq for an ideal a Ă A. If p P X Ă Y , then a Ă p so that a Ă

Ť

pPX p “ IpXq.
Then Z ˝ IpXq Ă Y ; in particular, this is true for Y “ X̄.

For the second identity we note that

I ˝ Zpaq “ Iptp P SpecA | a Ă puq “
č

aĂp

p “
?
a

by Corollary 0.17 and Exercise 0.35 (i) which implies that a Ă p implies
?
a Ă p

(the converse being clear).

38. Exercise (Closure of a point). Show that the closure of the point p P SpecA,

tpu “
Ş

TĂp ZpT q, is given by Zppq. Conclude that

(i) p is a closed point (i.e. tpu “ tpu) ô p is maximal;

(ii) q P tpu ô p Ă q.

For later use we say that q is a specialisation of p. An everywhere dense point
(e.g. p0q), i.e. tpu “ SpecA is called generic.

Proof. (i) and (ii) are easy consequences of the equality tpu “ Zppq. The latter
immediately follows from the preceeding remark. �

Note that the assignement A ÞÑ SpecA is actually a functor between the catgeory
of rings and the catgeory of sets. Indeed, given a ring morphism ϕ : AÑ B, let

ϕa : SpecB Ñ SpecA

be the associated map ϕa : SpecB Ñ SpecA which sends p P SpecB to pc “
ϕ´1ppq P SpecA.

39. Exercise (Morphisms of rings and spectra). Let ϕ : A Ñ B be a ring
morphism.
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(i) Show that the associated map ϕa : SpecB Ñ SpecA is well-defined and con-
tinuous with respect to the Zariski topology, i.e. the preimage of a closed set
is again closed in SpecB.

(ii) Compute explicitely the map ϕa for the three types of prime ideals in Zris for
the inclusion ϕ : ZÑ Zris.

Proof. (i) By Remark 0.27 the map ϕa is well-defined. We show that for T Ă A,
pϕaq´1pZpT qq “ ZpϕpT qq. For the inclusion Ă, let p P pϕaq´1pZpT qq, i.e. T Ă

ϕappq “ ϕ´1ppq, whence ϕpT q Ă ϕpϕ´1ppqq Ă p. Therefore p P ZpϕpT qq. Con-
versely, for the inclusion ZpϕpT qq Ă pϕaq´1pZpT qq, let p P ZpϕpT qq, i.e. ϕpT q Ă p.
Then T Ă ϕ´1ϕpT q Ă ϕ´1ppq “ ϕappq so that ϕappq P ZpT q, i.e. p P pϕaq´1pZpT qq.
(ii) Obviously, ιapp0qq “ p0q and ιapp1 ` iqq “ p2q. If p P SpecZris is of type ppqe

for p ” 3 mod 4, then ιappq “ ppq. Similarly, if we are given q and q̄ induced by
p ” 1 mod 4, then ιapqq “ ιapq̄q “ ppq, see also Figure 0.1 below. �

Figure 1. The associated morphism ϕa : SpecZris Ñ SpecZ

0.2. Modules. Modules are a natural generalisation of ideals and will play an
important rôle in the second half of the course.

Basic examples and properties.
40. Definition (module). An A-module is an Abelian group M with a
multiplication map

AˆM ÑM, pa,mq ÞÑ a ¨m

satisfying

(i) a ¨ pm˘ nq “ a ¨m˘ a ¨ n;
(ii) pa` bq ¨m “ a ¨m` g ¨m;
(iii) pabq ¨m “ a ¨ pb ¨mq;
(iv) 1A ¨m “ m

for all a, b P A and m, n P M . If no confusion arises, we simply write am for
a ¨m. A subset N of M is called a submodule if am ` bn P N for all a, b P A,
m, n P N . A morphism between A-modules or simply an A-linear map is a
map satisfying fpam ` bnq “ afpmq ` bfpnq for all a, b P A, m, n P N . We write
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EndpMq for the set of endomorphisms, i.e. morphisms M ÑM . More generally,
we can consider the set of linear morphisms HompM,Nq “ tϕ : M Ñ Nu.

41. Examples.

(i) Any k-vector space is a k-module.
(ii) Any ring A is an A-module over itself, and its submodules are precisely the

ideals of A.
(iii) Any Abelian group is a Z-module.
(iv) If A “ krxs, then an A-module is a k-vector space V together with a linear

map x : V Ñ V .
(v) Similar to vector spaces, HompM,Nq is again an A-module if M and N are A-

modules. In particular, HompA,Mq – M , for f P HompA,Mq is determined
by fp1q. Morphisms ψ : M 1 Ñ M and ϕ : N Ñ N 1 induce morphisms
Ψ : HompM,Nq Ñ HompM 1, Nq and Φ : HompM,Nq Ñ HompM,N 1q by
Ψpfq “ f ˝ ψ and Φpfq “ ϕ ˝ f .

(vi) If A is a subring of B, then multiplication in B makes B into an A-module.
A B-module gives an A-module by restricting multiplication to A.

(vii) As for vector spaces there is a natural notion of sub- and quotient module,
direct sum of modules etc. For example, if f : M Ñ N is a morphism, then
ker f and im f are submodules of M and N respectively, while the cokernel of
f , coker f “ N{ im f is a quotient module.

42. Proposition (isomorphism theorems). We have the following natural
isomorphisms.

(i) For any A-module morphism ϕ : M Ñ N , imϕ –M{ kerϕ as A-modules.
(ii) If L Ă N ĂM are submodules, then

M{N – pM{Lq{pN{Lq.

(iii) If M is a module, and L, N ĂM are submodules of M , then

pN ` Lq{L – N{pN X Lq.

Proof. As in the case of vector spaces, see for instance [AtMa, Proposition 2.1]. �

43. Remark. (ii) can be interpreted as saying that if L is not contained in N ,
there are two ways of making sense of N{L. Either we increase N by L by taking
the sum, or we decrease L until it is contained in N . Both ways give the same
result.

Exact sequences. A sequence of modules L
α
Ñ M

β
Ñ N is called exact if

imα “ kerβ. A sequence of the form 0 Ñ L
α
Ñ M

β
Ñ N Ñ 0 is called a short

exact sequence (s.e.s. for short).

44. Proposition (split exact sequences). Let 0 Ñ L
α
Ñ M

β
Ñ N Ñ 0 be a

s.e.s. Are equivalent

(i) There exists an isomorphism M – L ‘ N under which αplq “ pl, 0q and
βpl, nq “ n;

(ii) there exists a section of β, that is, a map σ : N ÑM such that β ˝ σ “ IdN ;
(iii) there exists a retraction of α, that is, a map ρ : M Ñ L such that ρ˝α “ IdL.

A sequence which admits a section is called a split sequence.
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Proof. (i)ñ(ii) or (iii) Obvious.

(ii)ñ(i) σ is injective, for if σpn1q “ σpn2q, then n1 “ β ˝ σpn1q “ β ˝ σpn2q “ n2.
Claim: M “ αpLq ‘ σpNq. Indeed, let m PM and write

m “ pm´ σpβpmqqq ` σpβpmqq.

The second term is in σpNq by design. Further, the first term is in kerβ “ imα
which shows that M “ αpLq ` spNq. To show that the sum is direct, assume that
σpnq P imα “ kerβ. Then n “ βpσpnqq “ 0, whence αpLq X σpNq “ t0u.
(iii)ñ(i) Similar to the previous step. �

45. Remark.

(i) Note that for k-vector spaces, any s.e.s. is split. Put differently, knowing a
subspace L of M and the corresponding quotient M{L determines M com-
pletely. This is false for modules. In fact, the so-called extension problem for
modules asks precisely which A-modules M can occur in an exact sequence
0 Ñ LÑM Ñ N Ñ 0 given L and N . Of course, the direct sum L‘N is a
trivial extension, but is usually not unique.

(ii) A s.e.s. is in general not split. In fact, a module P is called projective if for
any exact sequence M Ñ P Ñ 0 there exists a section σ : P ÑM .

Still, given a submodule M1 of M such that αpLq XM1 “ αpLq XM and βpM1q “

βpMq we can conclude M1 “M . More generally, we have the

46. Lemma. If 0 Ñ L
α
Ñ M

β
Ñ N Ñ 0 is a short exact sequence, and M1 Ă M2

two submodules of M , then

αpLq XM1 “ αpLq XM2 and βpM1q “ βpM2q ñM1 “M2.

Proof. Indeed, if m P M2, then βpmq P βpM2q “ βpM1q. Hence there is n P M1 Ă

M2 such that βpnq “ βpmq, i.e. m´ n PM2 X kerβ “M2 X αpLq “M1 X αpLq. It
follows that m PM1. �

S.e.s. often arise from long exact sequences:

47. Exercise (splitting and glueing of exact sequences).

(i) (Splitting) If

M1
α1 // M2

α2 // M3
α3 // M4

is an exact sequence of A-modules, then the sequences

M1
α1 // M2

// imα2 “ kerα3
// 0

and

0 // kerα3 “ imα2
// M3

α3 // M4 ,

where kerαÑM3 is the inclusion map, are also exact.
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(ii) (Glueing) Conversely, if we have exact sequences

M1
α1 // M2

α2 // N // 0

and

0 // N // M3
α3 // M4 ,

where N ÑM3 is the inclusion map, then the induced sequence

M1
α1 // M2

α2 // M3
α3 // M4

is also exact.
(iii) Conclude that any exact sequence

0 // M1
α1 // M2

α2 // . . . Mn

αn´1 // // 0

can be split up into s.e.s.

0 // kerαi // Mi
αi // imαi // 0 .

Proof. By direct verification, see also [GaCA, Lemma 4.4 and Remark 4.5] for a
proof. �

There are several natural exact sequences which can be built from morphisms α :
M Ñ N of A-modules. The subsequent lemma is immediate.

48. Corollary (exact sequence of a morphism). Let α : M Ñ N be a
morphism of A-modules. Then there are s.e.s.

0 // kerα // M
α // imα // 0

and

0 // imα // N // cokerα // 0 .

In particular, glueing yields

0 // kerα // M
α // N // cokerα // 0 .

49. Lemma (snake lemma). Let

0 // L

f

��

α // M

g

��

β // N

h
��

// 0

0 // L1
α1 // M 1

β1 // N 1 // 0

be a commutative diagramm of A-modules. Then there exists a sequence

0 // ker f
ᾱ // ker g

β̄ // kerh
d //

coker f
ᾱ1 // coker g

β̄1 // cokerh // 0,

where ᾱ and β̄ are restrictions of α and β and ᾱ1 and β̄1 are induced by α1 and β1.
For instance, ᾱ1prl1sq “ rα1pl1qs etc.
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Proof. The proof is a routine exercise in diagram-chasing. We just give the defini-
tion of the boundary morphism d : kerh Ñ coker f . For a complete proof as well
as an explanation of the name “snake lemma”, see [GaCA, Lemma 4.7].

If n P kerh Ă N , then for m PM with βpmq “ n (β is onto), β1 ˝gpmq “ h˝βpmq “
0, hence gpmq P kerβ1 “ imα1. Hence there exists l1 P L1 with α1pl1q “ gpmq, and
we let dpnq “ rl1s, where r¨s denotes the equivalence class in coker f . �

Generating families. Given m1, . . . ,mr P M we can consider the submodule
generated by these elements, namely

pm1, . . . ,mrq “
ÿ

Ami “ t
ÿ

aimi PM | ai P Au ĂM

More generally, let tmλuλPΛ be any set of elements in M . We can define an A-
module morphism

ϕ :
à

λPΛ

AÑM, ‘λPΛaλ ÞÑ
ÿ

λPΛ

aλmλ.

Note that the sum is finite since only a finite number of the aλ ­“ 0 by definition of
the direct sum of modules.

50. Definition (family of generators and free modules). tmλu is a family

of generators if ϕ is surjective, i.e. we have
À

λA
ϕ
Ñ M Ñ 0. If the indexing

set Λ is finite, then M is finitely generated or simply finite. Finally, if ϕ is an
isomorphism, tmλuλPΛ is a basis and M is free.

51. Examples (free modules and their submodules and quotients).

(i) Arxs is a free A-module with infinite set of generators pxkqkě0. As an Arxs-
module, it is of course free and finitely generated.

(ii) If a is a nontrivial ideal of A, then A{a is never a free A-module, for any map
ϕ :

À

λA Ñ A{a, paλq ÞÑ
ř

aλmλ has nontrivial kernel since ϕpa, 0, . . .q “ 0
if a P a. However, A is obviously free as an A-module. It follows that in
general, the quotient of a free module is not free again.

(iii) If A is an integral domain, then a nontrivial ideal a is free ô a is principal. In
particular, the submodule of a free module is usually not free again. Indeed,
if a “ paq, then ϕ : A Ñ a, x ÞÑ xa is the desired isomorphism. Conversely,
assume that a is free so that we have an isomorphism ϕ :

À

λA Ñ a defined
by a set of generators. If there were more than one generator, say m1 and m2,
then ϕp´m2,m1, . . .q “ ´m2m1 `m1m2 “ 0. Hence there can be only one
generator, that is, the ideal is principal.

Summarising, if we have a s.e.s. 0 Ñ L Ñ
À

λA Ñ N Ñ 0, L nor N need to be
free in general.

52. Remark. In the case of a vector space, a basis always exists, either by taking
a generating set of linearly independent vectors or an irredundant generating set.
This, however, fails in the case of modules. Indeed, m “ px, yq in A “ krx, ys is
generated by two linearly independent x and y, but it is not free (cf. (iii) of the
previous example). On the other hand, for M “ A “ krxs, we have M “ px, 1´xq.
Here, the generators form an irredundant set of the free module M , but obviously
not a basis.

53. Examples (finitely generated modules and their submodules and
quotients).
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(i) Almost by definition, a finitely generated A-module is of the form An{ kerφ.
Every ideal of the form a “ pm1, . . . ,mnq in A is finitely generated as an
A-module.

(ii) If m1, . . . ,mn is a generating set for M , then so is m̄1, . . . , m̄n for M{N ,
where N is some submodule of M . In particular, quotients of finitely generated
modules are again finitely generated.

(iii) By definition, a ring A which is not Noetherian admits an ideal which is not
finitely generated as an A-module (see Section 0.0.3). Since non-Noetherian
rings exist (for instance krx1, x2, . . .s), the submodule of a finitely generated
module is in general not finitely generated again.

Summarising, if we have a s.e.s. 0 Ñ L Ñ
Àn

i“1A{ kerφ Ñ N Ñ 0, N is finitely
generated, but not L in general.

54. Exercise (finitely generated submodules). Let M be a finitely generated
A-module and φ : M Ñ An a surjective morphism of A-modules ñ kerφ is finitely
generated.

Hint: Let e1, . . . , en be a basis of An and choose ui P M such that φpuiq “ ei for
i “ 1, . . . , n. Show that M “ kerφ‘ xu1, . . . , uny and conclude.

Proof. The map ei ÞÑ ui defines a section s : An Ñ M of the s.e.s. 0 Ñ kerφ Ñ

M
φ
Ñ An Ñ 0. By Proposition 0.44, M “ kerφ ‘ spAnq. Next let m1, . . . ,mr be

a generating system of M . Since the sum is direct, mi “ ki ‘ ui with ki P kerφ.
Now if k P kerφ, then k “

ř

aimi “
ř

aiki `
ř

aiui. Again, by directness of the
sum,

ř

aiui “ 0 so that ki, i “ 1, . . . , r, generate kerφ. �

55. Exercise (Koszul complex of a pair). Let A be a UFD, and x, y P A be
two elements without common factor except for units. Write a “ px, yq Ă A for the
ideal generated by x and y.

(i) Show that the sequence

0 // A
α // A2 β // a // 0,

with αpaq “ p´ay, axq and βpa, bq “ ax` by is exact.
(ii) Find an example where a ­“ A. Show that in this case, a needs at least two

generators, and is not a free module.

Proof. (i) Surjectivity of β is clear by definition of a “ px, yq, and so is injectivity
of α. It remains to show that imα “ kerβ. The inclusion Ă is obvious. For the
inclusion Ą, let pr, sq P kerβ, that is rx “ ´sy. Since x has no common factor
with y, x | s. Similarly, y | r. It follows that r “ cy, s “ dx and c “ ´d. hence
pr, sq “ pcy,´cxq “ αp´cq.

(ii) An example is provided by A “ krx, ys. Now assume that a “ pcq for some
c P A. Then c | βp1, 0q “ x and βp0, 1q “ y. Since x and y have no common factor
except units, c must be a unit, whence a “ A. If a were free, one could find two
linearly independent generators mi without common factors. However, the map
φpa, bq “ am1 ` bm2 necessarily has a kernel as (i) shows. �

Cayley-Hamilton theorem and corollaries. If M is an A-module we can
view a P A as a morphism M Ñ M sending m to am. In this way we get a map
A Ñ EndpMq, a representation of the ring A; if this map is injective, the module
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M is said to be a faithful A-module. If ϕ P EndpMq we write Arϕs for the subring
of EndpMq which is generated by ϕ and the image of A in EndpMq. In the sequel,
we let for an ideal a Ă A

aM “ t
ÿ

finite

aimi | ai P a, mi PMu.

56. Proposition (Cayley-Hamilton). Let M be a finite A-module, generated
by n elements, and ϕ : M ÑM a homomorphism. Suppose that a is an ideal of A
such that ϕpMq Ă aM . Then ϕ satisfies a relation of the form

ϕn ` a1ϕ
n´1 ` . . .` an´1ϕ` an “ 0

in EndpMq, where ai P a
i for i “ 1, . . . , n.

Proof. Let m1, . . . ,mn be a set of generators of M . Since ϕpmiq P aM we can write

ϕpmiq “
ÿ

j

aijmj with aij P a.

In terms of the subring Arϕs of EndpMq, we can rewrite this as follows. First,
ÿ

j

pδijϕ´ aijqmj “ 0

(with δij the Kronecker symbol). Let ∆ :“ pδijϕ ´ aijqij and consider ∆ as an
nˆ n-matrix with entries in Arϕs. The above equation then reads

ř

j ∆ijmj “ 0,

and multiplying by padj ∆qki and summing over i (where adj denotes the adjugate
matrix) yields pdet ∆qmk “ 0 for all k (recall that det ∆ P Arϕs!). Hence det ∆ “ 0
in Arϕs, and expanding out the determinant yields the result (see also [Re, Section
2.6] for an extended version of this proof). �

57. Corollary. If M is a finite module and M “ aM , then there exists an element
x P A such that x ” 1 mod a and xM “ 0.

Proof. Apply the previous theorem to ϕ “ IdM . Since IdkM “ IdM the identity
reads p1` bq IdM “ 0 for b “

ř

ai P a. Hence x “ 1` b is the desired element. �

58. Remark. The submodule

Mtor “ tm PM | there exists 0 ­“ a P A such that am “ 0u

is called the torsion module of M . If Mtor “ 0, then M is called torsionfree.
The previous corollary then asserts that if aM “ M for some proper ideal a of A,
then M is pure torsion, i.e. M “Mtor.

59. Corollary. If M is a finitely generated A-module, and ϕ : M Ñ M is an
A-linear map which is onto, then ϕ is injective, i.e. ϕ is an automorphism of M .

Proof. Let m P M be such that ϕpmq “ 0. We need to show that m “ 0. Let
us view M as an Arxs-module via x ¨ m “ ϕpmq (cf. 0.41 (iv)). By assumption,
aM “ M for a “ pxq Ă Arxs. Hence there exists a “ 1 ` bx P Arxs such that
aM “ 0. In particular, 0 “ am “ m` bϕpmq “ m. �
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60. Corollary (Nakayama’s lemma). Let pA,mq be a local ring, and M a finite
A-module. Then M “ mM implies that M “ 0. (For instance, if A is a field, then
m “ p0q and the implication holds trivially.) In particular, if M ­“ 0, then M{mM
is a non-trivial vector space over k “ A{m.

Proof. By the previous corollary there exists x ” 1 modm such that xM “ 0. By
0.11, x must be a unit, whence x´1xM “M “ 0. �

This can be generalised as follows (N “ 0 in the following lemma gives Nakayama’s
version).

61. Corollary. Let pA,mq be a local ring, M an A-module, and N Ă M a
submodule such that M{N is finite. If M “ N `mM , then N “M . In particular,
if M is finite over A, and if m1, . . . ,mn are elements whose images in M{mM span
the vector space, then m1, . . . ,mn generate M .

Proof. By assumption, mpM{Nq “ mM{pmM X Nq “ pmM ` Nq{N “ M{N , so
that by Nakayama’s lemma, M{N “ 0, hence M “ N . For the second assertion,
let N “ pm1, . . . ,mnq. The composition N ãÑM �M{mM maps N onto M{mM
by design, so that N `mM “M . Now apply the previous corollary. �

62. Proposition and Definition (rank of a module). Let M be a finitely
generated A-module and let ϕ : M Ñ M be a surjective morphism. Then ϕ is an
isomorphism. In partcular, if M is a free module with isomorphim M – An, then
n does not depend on the isomorphism. It is called the rank of M .

Proof. By setting x ¨m :“ ϕpmq we can see the pair pM,ϕq in a natural way as an
Arxs-module, cf. also Example 0.41 (iv). Since ϕ is surjective, pxqM “ M so that
by Corollary 0.57, there exists f “

řn
i“1 aix

i P pxq with f ¨m “
ř

aiϕ
ipmq “ m.

It follows that ϕpmq “ 0 implies m “ 0, whence injectivity. �

63. Remark. Unlike for vector space, injectivity is not enough to conclude
surjectivity as the map m P Z ÞÑ 2m P Z shows.

Tensor products. As for vector spaces we can form the tensor product of two
A-modules. More precisely, we have the following.

64. Proposition and Definition (tensor product). Let N and M be A-
modules. Then there exists a pair pT, τq consisting of an A-module T and an A-
module T and an A-bilinear mapping τ : M ˆN Ñ T , with the following universal
property: Given any A-module L and any morphism α : M ˆN Ñ L, there exists
a unique morphism α̃ : T Ñ L such that α “ α̃ ˝ τ . Moreover, if pT, τq and pT 1, τ 1q
are two such pairs then there exists a unique isomorphism j : T Ñ T 1 such that
j ˝ τ “ τ 1. T is called the tensor product and is denoted by M bA N or simply
M bN .

Proof.
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Step 1. Uniqueness. Note that for pL,αq “ pT, τq, uniqueness of the induced
morphism T Ñ L “ T implies that τ̃ “ IdT . Replacing pL,αq by pT 1, τ 1q we get a
unique map τ̃ 1 : T Ñ T 1. Interchanging the rôles of pT, τq and pT 1, τ 1q gives a map
τ̃ : T 1 Ñ T inverse to τ̃ 1.

Step 2. Existence. Let T̂ denote the free A-module generated by M ˆ N , i.e. T
consists of formal linear combinations

řn
i“1 aipmi, niq. Let R be the submodule

generated by all elements of T̂ of the form

pm`m1, nq ´ pm,nq ´ pm1, nq
pm,n` n1q ´ pm,nq ´ pm,n1q

pam, nq ´ apm,nq
pm, anq ´ apm,nq.

Define T :“ T̂ {R. Denote the equivalence class of pm,nq by m b n. Then τ :
M ˆN Ñ T , pm,nq ÞÑ mb n yields the desired map.

�

65. Remark.

(i) M bN is generated by tm b n | m P M, n P Nu. In particular, any element
in M bN is of the form

řn
i“1mi b ni. If M and N are finitely generated by

tmiuiPI and tnjujPJ respectively, then so is M bN by tmi b njupi,jqPIˆJ .
(ii) Note that the expression mb n is ambigous as long as we do not specify the

tensor product to which it belongs. For instance, let A “M “ Z, N “ Z{2Z
and M 1 “ 2Z. If 1 denotes the nonzero element in N , 2 b 1 “ 1 b 2 “ 0 in
M bN , but ­“ 0 in M 1 bN .

(iii) We can form the tensor product of several factors, that is, we have a multi-
linear map M1 ˆ . . .ˆMr ÑM1 b . . .bMr etc.

(iv) If α : M Ñ N , β : M 1 Ñ N 1 are morphisms we can from the tensor product
of morphisms αb β : M bM 1 Ñ N bN 1 by taking the induced map from
M ˆM 1 Ñ N bN 1, pm,m1q ÞÑ αpmqbβpm1q. In particular, αbβpmbm1q “
αpmq b βpm1q.

66. Lemma. Let xi PM , yi P N be such that
ř

xibyi “ 0 in M bN . Then there
exists finitely generated submodules M0 and N0 of M and N respectively such that
ř

xi b yi “ 0 in M0 bN0. (For an application of this result, see Proposition 0.74
below.)

Proof. If we write M bN “ xM ˆNy{R as in Proposition 0.64, then
ř

xib yi “ 0
in M bN implies

ř

pxi, yiq P R. Let M0 resp. N0 be the submodule of M resp. N
generated by the xi resp. yi occuring in the sum. Then

ř

pxi, yiq P RXxM0ˆN0y,
i.e.

ř

xi b yi “ 0 in M0 bN0. �

67. Proposition. Let L, M and N be A-modules. Then there exists unique
isomorphisms such that

(i) M bN Ñ N bM , xb y ÞÑ y b x;
(ii) pM bNq b LÑM b pN b Lq ÑM bN b L, pxb yq b z ÞÑ xb py b zq and

xb py b zq ÞÑ xb y b z;
(iii) pM ‘Nq b LÑ pM b Lq ‘ pN b Lq, px, yq b z ÞÑ pxb z, y b zq;
(iv) AbM ÑM , ab x ÞÑ ax.
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Furthermore, let B be a ring, Ñ a B-module, and L̃ an pA,Bq-bimodule, i.e. L̃
is a simultaneous A- and a B-module such that apxbq “ paxqb for all a P A, b P B

and x P L. Then M bA L̃ and LbB Ñ are natural pA,Bq-bimodules, and we have

pM bA L̃q bB Ñ –M bA pL̃bB Ñq

as an pA,Bq-bimodule.

Proof. This is a routine application of the universal property of tensor products.
For instance, consider the map α : M ˆ N Ñ N bM defined by αpx, yq “ y b x
which gives rise to a map α̃ : M bN Ñ N bM satisfying α̃pxb yq “ α̃pτpx, yqq “
αpx, yq “ ybx. Similarly, the map β : N ˆM ÑM bN , βpy, xq “ xb y gives rise

to a linear map β̃ : N bM ÑM bN . Clearly, β̃ ˝ α̃ “ IdMbN and α̃ ˝ β̃ “ IdNbM .
As another example, consider the associative law (ii). Fix l P L and consider the
map ϕl : M ˆN Ñ M bN b L given by ϕpm,nq “ mb nb l. This is bilinear in
m and n and therefore factorise via ϕ̂l : M b N Ñ M b N b L. Next we define
a map Φ : pM b Nq ˆ L Ñ M b N b L via Φpv, lq “ ϕ̂lpvq. Here, M b N b L is
defined as in Remark 0.65 (iii). This is bilinear in v and l and thus factorises via

Φ̂ : pM bNqbLÑM bN bL. This is the desired isomorphism for Φ̂pmbnb lq “
Φpm b n, lq “ ϕ̂lpm b nq “ m b n b l etc. For the pA,Bq-bimodule isomorphism,
see http://math.stackexchange.com/questions/878660/atiyah-macdonald-exercise-
2-15. �

68. Remark. If we tried to define the map f : M b N Ñ N bM directly via
fpm b nq “ n bm we would face the problem to show that this is well-defined –
tmb n | m PM, n P Nu is merely a generating system. This is the reason why we
invoke the universal property.

Another way of looking at the tensor product is to fix an A-module M and to
put TM pLq “ M bA L for any other A-module L. Further, if α : L Ñ N is an
A-linear map we let TM pαq “ αb IdM : LbAM “ TM pLq Ñ N bAM “ TM pNq.
In particular, we have TM pα ˝ βq “ TM pαq ˝ TM pβq. In the language of abstract
nonsense (that is, category theory), this means that TM is a covariant functor (see
Appendix A for the basic notions of category theory). In algebraic geometry, and
more generally, in homological algebra, it is a natural question to ask whether such
a functor is exact, i.e. whether or not it preserves exact sequences.

69. Proposition (TM is right-exact). Let M be an A-module. If

N 1
α // N

β // N2 // 0 .

is an exact sequence of A-modules, then so is

TM pN
1q
TM pαq // TM pNq

TM pβq // N2 // 0 .

One also says that TM is right-exact.

Proof. This follows from a straightforward, if tedious computation, see [GaCA,
Proposition 5.22]. �

Recall that aM denotes the submodule t
ř

finite aimi | ai P au of M (cf. also the
second assertion in Nakayama’s lemma 0.60).



26 UNIVERSITÄT STUTTGART

70. Exercise (quotient modules as tensor products). Let a Ă A be an ideal,
and M an A-module ñ

pA{aq bAM –M{aM.

Proof. The map A{aˆM ÑM{a given by pā,mq ÞÑ am (where the bars denote the
respective equivalence classes in A{a and M{aM respectively) is bilinear, whence
induces a map ϕ : A{a bAM Ñ M{aM . On the other hand, the kernel of the A-
linear map M Ñ A{abM , m ÞÑ 1̄bm clearly contains aM . Therefore it descends
to a map ψ : M{aM Ñ A{abAM sending m̄ to 1̄b m̄. Since ψ and ϕ are inverse
to each other, we have the desired isomorphism. �

71. Remark. If M is flat (see Definition 0.74 below), we can argue as follows.
By 0.69 we have an exact sequence a bA M Ñ A bA M Ñ pA{aq bA M Ñ 0. By
(iv) of 0.67, AbAM –M , and under this isomorphism, abAM is identified with
aM , Indeed, since the inclusion a Ă A is injective, then so is the induced map
abAM Ñ AbAM . Hence M{aM – pA{aq bAM .

72. Exercise (trivial tensor product). Let pA,mq be a local ring with residue
field k “ A{m, and let M and N be finitely generated A-modules. Prove that

(i) Mk :“ M bA k has a natural k vector space structure which makes Mk iso-
morphic with M{mM (cf. also Exercise 0.70);

(ii) pM bA Nqk –Mk bk Nk as k-vector spaces;
(iii) if M bA N “ 0, then M “ 0 or N “ 0.

Hint for (ii): Apply Nakayama’s lemma.

Proof. (i) We only define the scalar multiplication: For x P k and mb y PM bA k,
define x ¨mb y :“ mb xy. To construct an isomorphism with M{m, consider the
A-bilinear map Mˆk ÑM{m defined by pm, āq ÞÑ am, where ā P k “ A{m denotes
the euqivalence class in k and am the equivalence class in M{m. This induces a
map ϕ : M bA k Ñ M{m which is in fact k-linear for the k-vector space structure
defined above. Indeed, ϕpb̄ ¨m b āq “ ϕpm b y ¨ xq “ bam “ b̄ ¨ am. On the other
hand, we define a map ψ : M{mÑM bA k by ψpm̄q “ mb 1̄. This is well-defined
for if am P mM , then amb 1̄ “ mb a1̄ “ mb ā “ 0, for a P m.

(ii) By Exercise 0.70 we have to show thatMbAN{mpMbANq –M{mMbkN{mN .
As in (i) we can construct a k-linear map ψ : M{mMbkN{mN ÑMbAN{mpMbA
Nq sending m̄b n̄ to mb n, as well as an A-linear map ϕ : MbAN{mpMbANq Ñ
M{mM bkN{mN sending mb n to m̄b n̄. It remains to see that ϕ is k-linear. So
let ā P k. Then ā ¨mb n “ a ¨mb n is sent to amb n̄ “ m̄b an “ ā ¨ m̄b n̄.

(iii) By assumption, 0 “ pM bA Nqk “ Mk bk Nk which implies either Mk “ 0
or Nk “ 0 for Mk and Nk are vector spaces, and the dimension of the product is
the product of the dimensions. Since Mk –M{mM and Nk – N{mN , Nakayama’s
lemma implies M “ 0 or N “ 0. �

73. Example. Take A “ Z and consider the exact sequence 0 Ñ Z 2¨
Ñ Z. If we

tensor with M “ Z{2Z, then 0 Ñ Z bZ M Ñ Z bZ M is not exact, since for any
xbm P ZbZ M , 2b Idpxbmq “ 2xbm “ xb 2m “ 0. Hence 2b Id is the zero
map, while ZbZ Z{2Z – Z{2Z ­“ 0.

74. Proposition and Definition (flat modules). Are equivalent for an A-
module M :
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(i) M is flat, that is, TM takes exact sequences to exact sequences: If

0 // N 1
α // N

β // N2 // 0

is an exact sequence of A-modules, then so is

0 // TM pN 1q
TM pαq // TM pNq

TM pβq// TM pN2q // 0 ;

(ii) If

N 1
α // N

β // N2

is an exact sequence of A-modules, then so is

TM pN
1q
TM pαq // TM pNq

TM pβq// TM pN2q ;

(iii) if N 1 Ñ N Ñ N2 is exact, then so is TM pN
1q Ñ TM pNq Ñ TM pN

2q;
(iv) if α : N 1 Ñ N is injective, then so is TM pαq “ αb Id.
(v) if N and N 1 are finitely generated, and α : N 1 Ñ N is injective, then TM pαq “

αb Id is injective.

Proof. (i)ô(ii) This follows directly from splitting and glueing of the exact sequence

0 // kerα
ι // N 1

α // N
β // N2

π // cokerβ // 0 ,

cf. Exercise 0.47.

(iii)ô(iv) Follows directly from Proposition 0.69.

(iv)ñ(iii) Obvious.

(iv)ñ(iii) Let α : N 1 Ñ N be injective. Let u “
ř

xi b yi P kerpα b 1q, that is,
ř

αpxiq b yi “ 0 in N bM . Let N 10 be module generated by the (finitely many)
xi. By Lemma 0.66 there exists a finitely generated submodule N0 of N which
contains αpN 10q and such that

ř

αpxiq b yi “ 0 in N0 bM . It follows that TM of
the restriction α0 : N 10 Ñ N0 maps

ř

xi b yi P N
1
0 bM to 0 P N0 bM . Since

TM pα0q is injective by assumption,
ř

xi b yi “ 0 in N 10 bM , hence in N bM .
Therefore, TMα is injective. �

75. Examples. Vector spaces, or more generally, free modules are flat.

Algebras. Let f : AÑ B be a ring morphism. The operation a ¨ b :“ fpaqb turns
B into an A-module. The module structure is compatible with the ring structure
in the obvious sense, i.e. pa1 ` a2q ¨ b “ a1 ¨ b ` a2 ¨ b, a ¨ pb1 ` b2q “ a ¨ b1 ` a ¨ b2
and a ¨ pb1b2q “ pa ¨ b1qb2 “ b1pa ¨ b2q.

76. Definition (A-algebra). An A-algebra is by definition an A-module struc-
ture on a ring B provided by a morphism f : A Ñ B as above. An A-algebra
morphism f : B Ñ C is a ring morphism which is also an A-module morphism.

77. Example. The ring Arx1, . . . , xns is an A-algebra with respect to the
natural inclusion A ãÑ Arx1, . . . , xns. More generally, Arx1, . . . , xns{a for any ideal
a Ă Arx1, . . . , xns is an A-algebra.

78. Remarks.

(i) If A “ k is a field, then any nontrivial morphism k Ñ B is injective (cf.
Proposition 0.2). In particular, any k-algebra is a ring containing k.
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(ii) Let A be any ring. Then there is a natural map Z Ñ A, n ÞÑ 1 ` . . . ` 1 (n
times 1). In particular, every ring is automatically a Z-algebra in the sense of
Definiton 0.76.

79. Definition. A ring morphism f : A Ñ B is called finite, and B is a
finite A-algebra, if B is a finite A-module. Further, f is of finite type, and B is
a finitely generated A-algebra if there exists a surjective A-algebra morphism
F : Arx1, . . . , xns Ñ B with F pAq “ fpAq, i.e. B is isomorphic (as an A-algebra!)
to Arx1, . . . , xns{a for some ideal a Ă Arx1, . . . , xns and n P N. Equivalently, any
element in B can be written as a polynomial in F pxiq with coefficients in fpAq.

We usually drop the reference to the underyling morphism f : A Ñ B and simply
speak of an A-algebra B.

80. Exercise (finitely generated algebra vs. finitely generated module).
Let A be an integral domain with field of fractions k, and let f P Azt0u be not a
unit. Then Ar1{f s, the algebra generated by A and 1{f inside k, is not a finite
A-module.

Proof. Indeed, assume the contrary. Then there exists k P N such that f´pk`1q “
řk
i“0 aif

´i. Hence 1 “
řk
i“0 aif

k´i`1 “ f
řk
i“0 aif

k´i. In particular, f is a unit.
Contradiction! �

81. Proposition (tensor product of algebras). Let B and C be two A-
algebras. Then B bA C is also an A-algebra.

Proof. Let T be the A-module B bA C. We define a ring structure via the mul-
tiplication µ : T ˆ T Ñ T induced by µpb b c, b̃ b c̃q “ bb̃ b cc̃. Again, the point
to show is that µ is well-defined. First, define a map B ˆ C ˆ B ˆ C Ñ T by
pb, c, b̃, c̃q ÞÑ bb̃b cc̃. Since this is linear in each factor, the universal property yields

an A-linear map B b C b B b C̃ “ T b T Ñ T which corresponds to a bilinear
map µ : T ˆ T Ñ T . It is straightforward to check that this turns T into an
A-module. �

82. Exercise (flat A-modules). Let A Ñ B be a ring morphism, and M a flat
A-module ñ MB :“ B bAM is a flat B-module.

Proof. Let ϕ : N1 Ñ N2 be an injective B-linear map between two B-modules N1,2.
We regard B as an pA,Bq-bimodule so that by Proposition 0.67 we have

Ni bB MB “ Ni bB pB bAMq – pNi bB Bq bAM – Ni bAM. (1)

Under these isomorphisms ϕ b 1 : N1 bB MB Ñ N2 bB MB becomes an A-linear
morphism N1 bA M Ñ N2 bA M which sends pbnq bA m to pbϕpnqq bA m “

ϕpbnq bA m induces a B-linear map N1 bA M Ñ N2 bA M . Since M is a flat
A-module, this map, and a fortiori ϕb1 is injective, whence MB is a flat B-module
according to Proposition 0.74. �
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0.3. Finiteness conditions. The fact that submodules of finitely generated mod-
ules are not finite again is a major nuisance. One therefore seeks finiteness condi-
tions which prevent this phenomen.

Noetherian rings and modules. Next we discuss one of the most important
classes of rings, namely those rings whose ideals are finitely generated modules. In
particular, the rings of the form krx1, . . . , xns{a, which play a key rôle in algebraic
geometry, belong to this class.

83. Definition (ascending and descending chain condition). A partially
ordered set Σ1 has the ascending chain condition (a.c.c. for short) if every chain
s1 ď s2 ď s3 ď . . . ď sn ď . . . becomes eventually stationary, that is, there exists
k P N such that sk “ sk`1 “ . . .. Similarly, one defines the descending chain
condition (d.c.c.) for chains s1 ě s2 ě s3 ě . . . ě sn ě . . ..

84. Example. The set of vector subspaces of a finite dimensional vector space
ordered with respect to inclusion satisfies the a.c.c..

85. Remark. For every partially ordered set pΣ,ďq a.c.c. is equivalent with every
nonempty subset S having a maximal element m (i.e. if s P S with s ě m, then
s “ m): Indeed, a stationary sequence has a maximal element. Conversely, if we
had no maximal element, we could inductively construct a sequence which does not
become stationary.

86. Proposition and Definition (Noetherian rings). For a ring A are equiv-
alent:

(i) The set of ideals of A has the a.c.c.;
(ii) every nonempty set of ideals has a maximal element with respect to inclusion;
(iii) every ideal is finitely generated.

If any of these conditions is satisfied we call A Noetherian.

Proof. (i)ô(ii) This is just the previous remark.

(i)ñ(iii) Let a be an ideal of A and pick x1 P a. Choose inductively a sequence
xi`1 P azpx1, . . . , xiq. Since the sequence px1q Ă px1, x2q Ă . . . Ă px1, . . . , xnq Ă . . .
eventually becomes stationary, we must have px1, . . . , xmq “ a for some m.

(ii)ñ(iii) Let a be an ideal and S be the set of finitely generated ideals in A which
are contained in a. Since p0q P S this is nonempty, hence has a maximal element
b by assumption. However, if there exists x P azb then the ideal generated by
x and m would be finitely generated, be contained in a and strictly contain b, a
contradiction. Hence a “ b.

(iii)ñ(i) Let a1 Ă a2 Ă . . . Ă an Ă . . . be a sequence of ideals. Since b “
Ť

ai is
again an ideal which by assumption is finitely generated, we have b “ px1, . . . , xnq.
Since the are finitely many ideals ai which contain the generators, the sequence
eventually stops. �

87. Remark. Similarly, the d.c.c. is equivalent to the existence of minimal el-
ements. A ring satisfying the d.c.c. is called Artinian (cf. for instance [AtMa,
Chapter 8]). An Artinian ring is always Noetherian, that is, d.c.c. on ideals implies
always a.c.c.. More precisely, a ring A is Artinian if and only if A is Noetherian

1Recall that this means that there exists a binary relation “ď” on Σ which is reflexive, anti-
symmetric, and transitive.
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and every prime ideal is maximal (see for instance [GaCA, Proposition 7.17]). How-
ever, the d.c.c. is not equivalent with ideals being finitely generated which is why
Noetherian rings are more important than Artinian ones.

88. Examples.

(i) Z satisfies a.c.c. but not d.c.c. Indeed, consider the infinite chain paq Ą pa2q Ą

pa3q Ą . . . for a ­“ 0.
(ii) Similarly, krxs satisfies a.c.c., but not d.c.c. Indeed, consider px1q Ą px

2
1q Ą

. . .. In fact, Hilbert’s base theorem 0.103 asserts A Noetherian (for instance
A “ k)ñ Arxs is Noetherian. The proof can be extended to show that A Noe-
therianñ AJxK (ring of formal power series) is Noetherian, see Theorem 0.103
and Exercise 0.105.

(iii) krx1, x2, . . .s in an infinite number of indeterminates xi satiesfies neither chain
condition. Indeed, consider px1q Ă px1, x2q Ă px1, x2, x3q Ă . . ..

(iv) Consider the germ of continuous functions at 0 P R, i.e. the set of equivalence
classes rU, f s where U Ă R is an open subset containing 0 and f : U Ñ

R a continuous function. We have rU, f s “ rV, gs ô there exists an open
neighbourhood W of 0 in UXV with f |W ” g|W . Multiplication and addition
of germs turn this into a commutative ring A. Further, rU, f s is a unit in Aô
fp0q ­“ 0. Hence, the nonunits form an ideal m which by Proposition 0.11 is
maximal. In particular, pA,mq is a local ring. However, it is not Noetherian.
Namely, assume that m has a finite number of generators f1, . . . , fn. Then
for any g P m we have g “

ř

aifi for continuous functions ai defined near 0.
In particular, there exists a constant c (depending on g of course) such that
|gpxq| ă cmax |fipxq| as x Ñ 0. In particular, |gpxq|{max |fipxq| is bounded
for any g as x Ñ 0 which of course cannot be true for there exist functions
which vanish at 0 yet decrease much faster than max |fipxq|. For instance,

put gpxq “
a

max |x|, |fipxq|, then g{max |fipxq| ě g{max |x|, |fipxq| Ñ 8

as x Ñ 0. Similarly, the ring of C8 germs is not Noetherian, while the
Noetherian property holds for holomorphic functions (this follows essentially
from the power series property of holomorphic functions and (ii) above).

(v) In a similar vein, consider an infinite compact Hausdorff space X together
with the ring of continuous functions A “ CpXq. Take a strictly decreasing
sequence of closed sets F1 Ą F2 Ą . . ., and let ai “ tf P A | fpFiq “ 0u.
Then a1 Ă a2 Ă . . . is a strictly increasing sequence of ideals, hence A is not
Noetherian.

Proposition 0.86 generalises easily to modules:

89. Definition (Noetherian module). A module M is called Noetherian if
its set of submodules satisfies the a.c.c. with respect to inclusion.

90. Remark.

(i) In particular, A is a Noetherian ring if and only if it is a Noetherian A-module.
(ii) In the same way, we can define Artinian modules which satisfy the d.c.c.

91. Proposition (Noetherian modules and finitely generated submod-
ules). M is a Noetherian A-module if and only if every submodule of M is finitely
generated. In particular, M is itself finite over A.
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Proof. ñ) Let N be a submodule of M , and let Σ be the set of all finitely generated
submodules of N . Since 0 P Σ, Σ is nonempty. By the a.c.c. it must have a maximal
element, say L. If N “ L, then N is finitely generated. If not, there exists x P NzL,
and L and x generate a submodule which both is finitely generated and properly
contains L, a contradiction to its maximality.

ð) Let N1 Ă N2 Ă . . . be an ascending chain of submodules. Then the union
Ť

Ni
is also a submodule which by assumption is finitely generated, say by m1, . . . ,mr P

M . But then there must be an n such that mi P Nl for l ě r. It follows that
Nl “ Nr for all l ě r so that the chain is stationary. �

92. Proposition (quotients and submodules of Noetherian and Artinian

modules). Let 0 Ñ L
α
Ñ M

β
Ñ N Ñ 0 be a short exact sequence of A-modules.

Then

M is Noetherian (Artinian) ô L and N are.

In particular, quotients and submodules of Noetherian (Artinian) modules are again
Noetherian (Artinian).

Proof. We prove the statement for Noetherian modules, the Artinian case being
similar.

ñ) Any ascending chain in L or N corresponds to an ascending chain in M so that
L and N inherit the a.c.c. from M .

ð) Suppose M1 Ă M2 Ă . . . is an ascending chain of submodules. Thinking of L
as a submodule of M we have the chain L XM1 Ă L XM2 Ă, and applying β we
also get βpM1q Ă βpM2q Ă . . . of submodules in N . Each of these chains eventually
stops by assumption and the result follows from Lemma 0.46. �

93. Corollary (direct sum of Noetherian (Artinian) modules). If Mi

are a finite number n of Noetherian (Artinian) modules ñ
À

iMi is Noetherian
(Artinian).

Proof. 0 ÑM1 ÑM1 ‘M2 ÑM2 Ñ 0 is a split exact sequence which implies the
assertion for n “ 2. Then proceed by induction. �

94. Exercise (subrings of Noetherian rings). Are subrings of Noetherian
rings again Noetherian?

Proof. No. Take an integral ring which is not Noetherian, for instance A “

krx1, x2, . . .s, and consider the inclusion A Ă k “ QuotA. As a field, k is Noe-
therian. However, A is not. �

95. Corollary (modules over Noetherian rings). Let A be a Noetherian ring.

(i) If M a finite A-module ô M is Noetherian. In particular, any submodule of
a finite module over A is itself finite.

(ii) If a Ă A is an ideal ñ A{a is Noetherian ring.
(iii) If ϕ : A Ñ B is a ring morphism such that B is a finite A-module ñ B is

Noetherian ring.
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Proof. (i) If M is Noetherian it is finite as we have seen above. If M is finite over A,
then M – An{N so that M is Noetherian A-module as the quotient of a Noetherian
A-module An.

(ii) A{a is a Noetherian A-module. Since the scalar multiplication of A and A{a
coincide, it is also a Noetherian A-module, that is, A{a is a Noetherian ring.

(iii) B is obviously Noetherian as an A-module. Its ideals are A-submodules, hence
finite as A-modules and a fortori as B-modules. �

96. Exercise (finite presentation of finitely generated modules over Noe-
therian rings). If A is Noetherian and M finitely generated, then it is finitely
presented, that is, there exists an exact sequence

Aq
ϕ2
Ñ Ap

ϕ1
ÑM Ñ 0.

Remark: Any finitely presented module (over an arbitrary ring) is obviously finitely
generated. The exercise shows that the converse holds if A is Noetherian.

Proof. Since M is finitely generated, by definition there is an epimorphism ϕ2 :
Ap Ñ M , This gives the exact sequence 0 Ñ kerϕ1 Ñ Ap Ñ M Ñ 0. Since
A is Noetherian as a module over itself, so is Ap by (i) of the previous corollary.
Hence kerϕ is a finitely generated A-module so that there exists an epimorphism
ϕ2 : Aq Ñ kerϕ1. �

97. Remark. If A is Artinian, and

(i) M a finite A-module ñ M is Artinian;
(ii) a Ă A an ideal ñ A{a is an Artinian ring.

98. Exercise (Cohen’s theorem). If all prime ideals of A are finitely generated
ñ A is Noetherian.

Hint: Consider the set Σ of ideals which are not finitely generated.

Proof. Assume Σ ­“ H. By Zorn’s lemma, there exists a maximal element a which
by assumption is not prime ideal. Indeed, take a chain a0 Ă a1 Ă . . .. Then the
union

Ť

ai is again an ideal because the union is taken over a chain. If it was
finitely generated, then the generators must be contained in some ideal aN for N
large enough, so a P Σ is an upper bound. It follows that there are a, b P A with
ab P a, but a, b R a. Since a ` paq contains a it must be finitely generated, say
a ` paq “ px1, . . . , xr, aq with xi P a (otherwise, write xi “ αi ` cia with αi P a
and ci P A and replace xi by αi. Moreover, a : paq “ tx P A | xa P au contains b.
Hence a is strictly contained in a : paq which therefore has a finite set of generators
ty1, . . . , ysu. But then a “ px1, . . . , xn, y1a, . . . , ysaq for if α “

ř

aixi` ca P a, then
ca P a so that c must be a linear combination of the yi P a : paq. Thus a is finitely
generated, a contradiction. Hence Σ “ H so that A is Noetherian. �

99. Exercise (prime ideals in Artinian rings). Let A be an Artinian integral
domain. Prove that A is a field. Deduce that every prime ideal of a general Artinian
ring is maximal.

Hint: For a P A, the d.c.c. applied to paq Ą pa2q Ą . . . Ą pakq gives a relation
ak “ xak`1, x P A.
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Proof. Let 0 ­“ a P A. By the d.c.c. there exsist k P N und x P A so that ak “ xak`1.
If k “ 0, then xa “ 1, so that a is a unit. Otherwise, apxak ´ ak´1q “ 0. Since
A is integral, xak ´ ak´1 “ 0. Continuing in this way, we arrive again at xa “ 1,
whence A is a field.

If A is a general Artinian ring and p Ă A a prime ideal, then A{p is an integral
Artinian ring. Let m Ą p be an ideal of A containing p. Then there exists m̄ in A{p
whose inverse image is m. However, m̄ is either trivial or A{p by the previous step.
Hence either m “ p or m “ A so that p is maximal. �

100. Exercise. Let pA,mq be an Artinian local ring. Prove that m is nilpotent,
i.e. there exists k P N with mk “ 0.

Hint: The d.c.c. yields k P N such that mk “ mk`1. Assume that m ­“ 0, otherwise
there is nothing to prove. Let a0 be minimal among the ideals of A with a ¨mk ­“ 0
(why does it exist?). Prove that a0 “ pxq is prinicpal before applying Nakayama’s
lemma 0.60 to it.

Proof. Since A is Artinian, a0 exists by Zorn’s Lemma. By design, there exists
x P a0 such that xmk ­“ 0, whence pxq “ a0 by minimality. Further, since pxqm Ă
pxq and pxqm ¨ mk “ pxqmk`1 “ pxqmk ­“ 0 we conclude by minimality again that
pxqm “ m. But M “ pxq is a finite A-module, hence M “ 0 “ x by Nakayama’s
lemma. Contradiction! �

101. Exercise [AtMa, 8.3]. An Artinian ring A has only finitely many maximal
ideals.

Proof. Consider the set of all finite intersections m1 X . . . X mr of maximal ideals.
This set has a minimal element, say mi1 X . . . X min . Therefore, if m is maximal,
mXmi1 X . . .Xmin “ mi1 X . . .Xmin which means that mi1 X . . .Xmin Ă m. Hence
mij “ m for some j “ 1, . . . , n by Proposition 0.24. �

102. Remark. The structure theorem for Artinian rings asserts that an Artinian
ring is uniquely (up to isomorphism) a finite direct product of Artianian local rings,
see for instance [AtMa, Theorem 8.7].

103. Theorem (Hilbert basis theorem). If A is Noetherian, then so is the
polynomial ring Arxs.

Proof. We prove that any ideal A Ă Arxs is finitely generated by “reducing” it to
A.

Step 1. Construction of the generators. For n ě 0 we consider the sets

an :“ ta P A | there exists f P A such that f “ axn ` bn´1x
n´1 ` . . .` b0u,

that is, an is the set of elements in A which arise as leading coefficient of a poly-
nomial of degree n in A. Since A is an ideal, so are the an. Further, since f P A
implies xf P A, an Ă an`1 is an increasing chain of ideals. By the Noether prop-
erty of A, (i) the sequence eventually becomes sationary for n ě m; (ii) there exist
tan1, . . . , anrnu which generate an. From the definition of these ideals, there exist
polynomials fni P A of degree n having ani as the leading coefficient.
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Step 2. We show that the set B generated by tfliulďm, iďrl contains A. This follows
from an induction on the degree of polynomials in A. If f P A is a polynomial of
degree 0, then f P B since a0 Ă B. For deg f “ n ą 0 with leading coefficient a we
consider two cases. If n ě m, then an “ am so that a “

řrm
i“1 biami with bi P A.

But then g “ f ´
ř

bix
n´mfmi P A has degree ă n for we have killed the leading

coefficient of f . By induction, g P B, and therefore f P B. On the other hand, if
n ď m, then f ´

ř

bifni has degree ă n if a “
ř

biani (check the indeces in both
cases!). Again f P B.

�

104. Corollary (Noetherness of polynomial rings). Let A be Noetherian
ñ Arx1, . . . , xns is Noetherian. More generally, any finitely generated A-algebra is
Noetherian.

Proof. By induction on n using Hilbert’s basis theorem. �

105. Exercise (Noetherness of the ring of formal power series). Adapt the
proof of Hilbert’s basis theorem to show: If A is Noetherian ñ AJxK is Noetherian.

Proof. The proof is similar to Hilbert’s basis theorem, the essential difference being
the definition of the ideals an. If A is an ideal of AJxK, let

an :“ ta P A | there exists f P AX xnAJxK such that f “ axn ` bn`1x
n`1 ` . . .u.

This yields an increasing chain of ideal a0 Ă a1 Ă . . . in A, and one can proceed as
in Theorem 0.103, see also [Ma, Theorem 3.3]. Namely, since A is Noetherian,

(i) the chain becomes stationary, i.e. there exists N P N such that aN “ aN`1 “

. . .;
(ii) the ideals as are generated by a finite number of elements asi, i “ 1, . . . , rs.

We take aN`j,i “ aNi for i “ 1, . . . , rN`j “ rN .

For each asi choose gsi P A X xsAJxK of the form gsi “ asix
s `

ř

jěn`1 bjx
j . For

s “ N ` j we take gN`j,i “ xjgNi. We wish to show that these gsi generate
A over kJxK. So, if f “

ř

iě0 aix
i P A “ A X x0AJxK, a0 “

řr0
i“0 α

i
0a0i so that

f ´ g0 P A X XAJxK for g0 “
ř

αi0g0i. Similarly, we can construct g1, g2, . . . , gN
such that fN`1 :“ f ´g0´g1´ . . .´gN “ axN`1`

ř

jěN`2 bjx
j P AXXN`1AJxK.

In particular, a P aN`1 “ aN so that a “
řrN
i“1 α

i
N`1aNi so that fN`1 ´ gN`1 P

A X XN`2AJxK with gN`1 “ X
ř

αiN`1gNi. In the same way we can construct

gN`j “ xj
řrN
i“1 α

i
N`jgNi for j ě 2. For each i ě 1 we set hi “

ř

jě0 α
i
N`jx

j P AJxK
so that

f “g0 ` . . .` gN `
ÿ

jě1

gN`j

“ g0 ` . . .` gN `
rN
ÿ

i“1

`

ÿ

jě1

αiN`jx
j
˘

gNi

“ g0 ` . . .` gN `
rN
ÿ

i“1

higNi.

Then g0, . . . , gN are in the finite A-module generated by gsi, s ď N , while gN`j ,
j ě 0 are in the finite AJxJ-module also generated by gsi. �
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106. Exercise (finite modules over Noetherian local rings). Let pA,mq
be a local Noetherian ring, and M be a finite A-module. If any exact sequence of
A-modules 0 Ñ N Ñ An ÑM Ñ 0 is preserved under tensoring with k “ A{m ñ

M is free.

Hint: Let m̄1, . . . , m̄n be a basis of the k vector space M{mM . By Nakayama’s
lemma, m1, . . . ,mn generate M . Let F “ An be the free module of rank n and
define the map φpeiq “ mi, where e1, . . . , en denotes the standard basis of F .

Proof. From the exact sequence 0 Ñ kerφ Ñ F Ñ M Ñ 0 we get the exact
sequence 0 Ñ k bA kerφ Ñ k bA F Ñ k bA M Ñ 0. Since k bA F and k bA M
are vector spaces of the same dimension, the induced map 1bφ is an isomorphism,
hence kbAkerφ – kerφ{m kerφ “ 0 (the isomorphism is provided by Exercise 0.70).
In particular, kerφ “ m kerφ. But kerφ is finite as the submodule of a Noetherian
module (F is finite over A), whence kerφ “ 0 by Nakayama. Thus F – M , so M
is free. �

Composition series and length. Next we discuss a substitute for the dimension
of a vector space which is just the cardinality of a minimal generating set. To define
an analogue notion for modules is rather subtle. Of course, for free modules we
could use just the rank. However, we saw that submodules of free modules need
not be free again. On the other hand, geometric intuition makes desirable a notion
of dimension for which the implication N Ă M ñ “dimension” of N is smaller
than “dimension” of M . The notion of length provides such a substitute. As one
might suspect the theory becomes particularly pleasent for Noetherian rings and
modules. Further, dimension is also one of the most basic geometric notions and
we will briefly explore the link between geometric dimension and algebraic length.

107. Definition (Composition series and their length). Consider a strict
chain of submodules M “ M0 Ľ M1 Ľ . . . Ľ Mn “ 0. The number n is called the
length of the chain. A composition series of M is a maximal strict chain, that
is, no extra submodules can be inserted. Equivalently, each quotient Mi{Mi`1 is
simple, i.e. it has no subquotient except itself and the trivial one.

108. Proposition and Definition (Length of a module). Suppose that M has
a composition series of length n. Then every composition series of M has length n,
and every strict chain can be extended to a composition series. The common length
will be denoted by lpMq and called the length of M . We put lpMq “ 8 if M has
no composition series.

Proof. For the moment, let lpMq be the least length of a composition series of M .

Step 1. We first show N ĂM ñ lpNq ď lpMq with equality ô N “M . Let Mi be
a composition series of length lpMq which exists by assumption. Consider the strict
chain Ni “ N XMi of N . Since Ni´1{Ni injects into the simple module Mi´1{Mi

we have either Ni´1{Ni “ Mi´1{Mi or Ni´1{Ni “ 0, that is Ni´1 “ Ni. By
removing the repeated terms we thus obtain a composition series of N ; obviously,
lpNq ď lpMq. Equality can only occur if Ni´1{Ni “Mi´1{Mi for all i which implies
Nn´1 “Mi´1 and by induction Ni “Mi, whence N “M .

Step 2. Any strict chain Mi, i “ 0, . . . , k of M has length ď lpMq. Indeed, we
have lpMq “ lpM0q ą lpM1q ą . . . ą lpMkq “ 0, whence lpM0q ě k.
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Step 3. If Mi, i “ 0, . . . , k is a composition series of M , then k ě lpMq by
the provisional definition of lpMq, and k ď lpMq by the second step. Hence any
composition series must have length n “ lpMq. It follows that if Mi is a strict
chain which is not a composition series then we can insert further modules until
the length is n in which case it is a composition series.

�

Note that it is a nontrivial fact for a module to have a composition series. In fact,
we have the

109. Proposition (Existence of composition series). A module M has a
composition series ô M is satisfies both the a.c.c. and d.c.c..

Proof. ñ) All chains are of bounded length by the previous proposition, hence both
the a.c.c. and the d.c.c. hold.

ð) Construct a composition series of M as follows. Since M satisfies the a.c.c. the
set of strictly contained submodules has a maximal element M1 by Remark 0.85.
M1 satisfies again the a.c.c. so that we can continue with this proces. We eventually
get a sequenceM “M0 ĄM1 Ą . . . which stops after a finite number of submodules
by the d.c.c. �

110. Definition (modules of finite length). A module M which satisfies both
the a.c.c. and the d.c.c. is called a module of finite length. The common length
of any composition series is denoted lpMq and called the length of M .

111. Remark.

(i) It follows from the first step in Proposition 0.108 that if N is a submodule of
a finite module M , then N is itself finite and lpNq ď lpMq.

(ii) Call two composition series Mi and Ni equivalent if they have the same
length and if up to a permutation Mi´1{Mi – Ni´1{Ni. Then one can prove
a Jordan-Hölder type theorem for modules: Any two composition series are
equivalent. In the case of Z-modules (i.e. Abelian groups) this is just the
classical Jordan-Hölder theorem.

The first remark is reminiscent of the dimension of a vector space. A further
common property is this. Recall first that a function λ defined on the class of
modules is called additive, if for every s.e.s. 0 Ñ L Ñ M Ñ N Ñ 0, the identity
λpMq “ λpLq ` λpNq holds.

112. Proposition (lpMq is additive). On the class of all A-modules of finite
length, lpMq is an additive function.

Proof. Let 0 Ñ L
α
Ñ M

β
Ñ N Ñ 0 be an exact sequence. For a composition series

in M 1 take its image in M under α. In particular, the resulting composition series in
M is in the kernel of β. For a composition series in N take the inverse image under
β, and this fits together to a composition series in M , whence the assertion. �
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Finally, we see that the length coincides with the dimension if M is in fact a finite
vector space. More precisely, we have

113. Proposition. For a k-vector space, the following conditions are equivalent:

(i) finite dimension;
(ii) finite length;
(iii) a.c.c.;
(iv) d.c.c.

Moreover, if any of these conditions is satisfied, then length “ dimension.

Proof. The implications (i) ñ (ii) is easy, (ii) ñ (iii) and (ii) ñ (iv) follow directly
from Proposition 0.109. It remains to show (iii) ñ (i) and (iv) ñ (i). Suppose (i) is
false so that there exists an infinite sequence pxnq of linearly independent elements
in the vector space V . Let Un resp. Vn be the vector space spanned by x1, . . . , xn
resp. by xn`1, xn`2, . . .. Then the chain Un resp. Vn are infinite ascending resp.
descending. �

1. Varieties and morphisms

We saw already several examples of algebraic categories, for instance the category
of rings whose morphisms where ring morphisms, or the catgeory of A-modules
whose morphisms where A-linear maps. In this section we introduce the geometric
category we will mainly be concerned with in the first part of this course, namely
the category of varieties. We first define the objects, namely the varieties, and
second the morphisms. Finally, we will construct a contravariant functor to the
algebraic categories of finitely generated algebras and field extensions which will be
the bridge from geometry to algebra.

What is then a “geometric category” one may ask? Roughly speaking, this is a cat-
egory whose objects are topological spaces defined (at least locally) by functional
equations (piecewise linear, differentiable, polynomial etc.). These give rise to a
ring of functions which determines the morphisms and thus the geometric category
(piecewise linear, smooth, algebraic etc.). The link between geometry and algebra
will be thus given by polynomial rings krx1, . . . , xns (or rings derived from them
such as quotients). For instance, consider X “ C. We declare a subset U of X to
be open if it is the complement in C of a finite set of points. As ring of functions we
take A “ Crxs which are continuous with respect to this topology. More abstractly,
consider SpecA of a general ring A. We have already seen in the exercises at the
end of Section 0.0.1 that X :“ SpecA is a topological space in a natural way. Now
for any x “ p P X we have a natural map AÑ Quot pA{pq (since p is prime, A{p is
integral!). For f P A we define a “function” on X which associates with x P X the
image of a under the map A Ñ Quot pA{pq, which we denote by fpxq. In partic-
ular, unlike ordinary functions, fpxq takes values in different fields. In this sense,
A becomes a “ring of functions” for the “geometric object” SpecA. For instance,
if A “ Z, we can view fppq, where p is a prime, as the mod p reduction of f in the
field Fp “ Z{pZ. If A “ Crxs, then for p “ px ´ zq we have fppq P Crxs{p – C,
where the latter isomorphism is induced by evaluation at z. Hence, in this case, we
can identify fppq with fpzq so that we recover C (actually as a topological space,
as we will see later) and its ring of functions Crxs.
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Literature. This course follows mostly the standard textbook in algebraic geom-
etry, namely

‚ R. Hartshorne, Algebraic Geometry, Springer, 1977.

For a more leisurely paced introduction we recommend

‚ K. Hulek, Elementare algebraische Geometrie, Springer, 2000.

Further references we occasionally use are

‚ A. Gathmann, Algebraic Geometry, lecture notes available at mathematik.uni-
kl.de/agag/mitglieder/professoren/gathmann/notes/.

‚ M. Reid, Undergraduate algebraic geometry, LMS, 1988.
‚ I. Shafarevich, Basic algebraic geometry 1 & 2, Springer, 1996.

General remark on fields. Unless mentioned otherwise, k will always denote an
algebraically closed field. This has two consequences: First, k has infinitely many
elements which allows us to identify the polynomial algebra krx1, . . . , xns with the
set of polynomial functions kn Ñ k obtained by evaluation. This is false for instance
over Z2, since xpx` 1q is identically zero as polynomial function, but nonzero as a
polynomial in Z2rxs. Secondly, we can directly apply Hilbert’s Nullstellensatz 2.16
instead of appealing to results from Galois theory (cf. [Re, Chapter 5.4]).

1.1. Affine and projective varieties.
Affine varieties. Let k be a(n algebraically closed) field. The most basic algebraic
geometric object associated with k is the affine space Ank . If the underlying field
is clear from the context we simply write An. As a set, Ank is just kn but we
reserve the latter notation for the n-dimensional vector space over k. In particular,
kn has a distinguished element, namely the origin or zero element. If we forget
about the algebraic structure we obtain An. An element a “ pa1, . . . , anq P An
will be called a point, and the ai P k are its coordinates. Moreover, An comes
with a natural topology to be defined below. Affine spaces arise as solutions of
(inhomogeneous) linear systems Aa ´ b “ 0 where A P kmˆm and b P km. More
generally, we can replace linear equations by polynomial equations. Consider a
subset T Ă krx1, . . . , xns. Since k is algebraically closed, it is infinite, and we can
freely identify polynomials with polynomial functions on An. Define

ZpT q “ ta P An | fpaq “ 0 for all f P T u.

If pT q is the ideal generated by T , then clearly ZpT q “ ZppT qq. If T “ tfu for a
polynomial f P krx1, . . . , xns we simply write Zpfq.

1. Definition (algebraic set). A subset Y of An is algebraic if there exists
T Ă krx1, . . . , xns such that Y “ ZpT q.

2. Example. Consider A1. Since krxs is principal (in fact Euclidean), we have
for any T Ă krxs that ZpT q “ Zpfq for some f P krxs. Since k is algebraically
closed, f “ cpx ´ a1q ¨ . . . ¨ px ´ anq for ai P k unless f is a constant, whence
ZpT q “ ta1, . . . , anu. Since Zp0q “ A1 and Zp1q “ H, the algebraic sets of A1 are
as follows: H, finite subsets of k, and k.

We thus get a map

subsets in krx1, . . . , xns Ñ algebraic sets in An, T ÞÑ ZpT q.

In general, it is not obvious that Zpaq ­“ H for ideals strictly contained in krx1, . . . , xns.
As a consequence of the weak Nullstellensatz of Theorem 0.6 and Corollary 0.7 rules
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out this gloomy possibility. That is also the reason why it is called “Nullstellensatz”
– it ensures the existence of a rich theory of algebraic sets:

3. Proposition (algebraic sets exist in abundance). If a Ĺ krx1, . . . , xns is
a proper ideal, then Zpaq ­“ H.

Proof. Since a is a proper ideal it is contained in some maximal ideal which by
Corollary 0.7 is of the form px1 ´ a1, . . . , xn ´ anq. Hence pa1, . . . , anq P Zpaq. �

4. Examples.

(i) Conics are algebraic sets given by polynomial equations of order 2: f “
ř

aijxixj ` bixi ` c “ 0. In A2, these comprise the circle x2 ` y2 ´ 1 “ 0,
the parabola y ´ x2 “ 0 and the hyperbola xy ´ 1 “ 0 (see Figure 1.2 for a
picture over k “ R).

(ii) Cubics are given by polynomial equations of order 3. Two important examples
in A2 which we will use for illustration later are the nodal cubic y2´x3´x2 “ 0
and the cuspidal cubic y2 ´ x3 “ 0 (see Figure 1.3).

(iii) Interesting examples come often in families. For instance, elliptic curves are
given by the family y2´xpx´1qpx´λq “ 0, λ P k (see Figure 1.4 with k “ R).
For finite fields these curves play an important rôle in cryptography (so-called
“eec” – elliptic curve cryptography).

Figure 2. The standard conics in A2
R. the circle (a) the parabola

(b) the hyperbola (c).

We summarise the properties of the assignement T ÞÑ ZpT q in the following

5. Proposition.

(i) T1 Ă T2 Ă krx1, . . . , xns ñ ZpT1q Ą ZpT2q.
(ii) Zp1q “ H and Zp0q “ An. Hence the empty set and An are algebraic.
(iii) ZpT1q Y ZpT2q “ ZpT1T2q, where T1T2 “ tf1 ¨ f2 | fi P Tiu. Hence the finite

union of algebraic sets is again algebraic.
(iv)

Ş

iZpTiq “ Zp
Ť

i Tiq. Hence the intersection of any family of algebraic sets
is again algebraic.
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Figure 3. The nodal (a) and cuspidal (b) cubic in A2
R.

Figure 4. Elliptic curves for various λ P R.

Proof. Only (iii) requires proof. Let a P ZpT1q Y ZpT2q. Then either a P ZpT1q

so that f1paq “ 0 for f1 P T1, or a P ZpT2q so that f2paq “ 0 for f2 P T1. Hence
a P ZpT1T2q. Conversely, let a P ZpT1T2q. Assume that a R ZpT1q. Then there
exists f1 P T1 such that f1paq ­“ 0. By definition, f1 ¨ f2paq “ f1paqf2paq “ 0 so
that f2paq “ 0 for all f2 P T2. �

6. Remark. If a “ pT q is the ideal generated by T Ă krx1, . . . , xns, then Zpaq “
ZpT q. In particular, we have

(i) ZpT1T2q “ Zpa1a2q “ Zpa1Xa2q, for a1a2 Ă a1Xa2 by 0.23. More concretely,
if a1 “ pf1, . . . , fsq and a2 “ pg1, . . . , grq, then

Zpa1 ¨ a2q “ Zppfigj | i “ 1, . . . , s and j “ 1, . . . , rqq “ Zpa1q Y Zpa2q.

(ii) Similarly, we have

Zpa1 ` a2q “ Zppf1, . . . , fs, g1, . . . , grqq “ Zpa1q X Zpa2q.

(iii) ZpT q “ H ô pT q “ krx1, . . . , xns. Indeed, if a were a proper ideal of
krx1, . . . , xns, then it is contained in some maximal ideal m.
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7. Definition (Zariski topology). We declare a set to be open if it is the
complement of an algebraic set. The topology thus defined is called the Zariski
topology of An. We always think of An as being equipped with the Zariski topol-
ogy; the closed sets are then the algebraic sets of An.

8. Example.

(i) In the example of A1 considered above we see that a proper nonempty subset
of A1 is Zariski open in A1 if and only if it is the complement of a finite subset.
In particular, open sets are dense and the Zariski topology is not Hausdorff.

(ii) For any f P krx1, . . . , xns define the so-called basic open set by Df :“
AnzZpfq. It is easy to see that the basic open sets form a base for the Zariski
topology, i.e. every open set is a union of basic open sets.

9. Remark.

(i) To explain the link with the Zariski topology on spectra of rings, consider
mSpec krxs endowed with the subspace topology coming from Spec krxs. Its
closed subsets are of the form Zpaq “ tm P mSpec krxs | a Ă mu for any
ideal a Ă krxs. Since krxs is a principal ideal ring, a “ pfq. Moreover,
f “ cpx ´ a1q ¨ . . . ¨ px ´ anq so that the maximal ideals containing a are
precisely px ´ aiq, i “ 1, . . . , n. Under the map which sends the maximal
ideal px ´ aq to the point a P k it represents (cf. Example 0.33), Zpaq gets
map to ta1, . . . , anu “ Zpfq, the corresponding closed subset of k. Hence the
identification of A1 with mSpec krxs is actually a homeomorphism.

(ii) Under the natural identification R2 – C we have A2
R is A1

C as sets, but not as
topological spaces. For instance, x2` y2´ 1 P Rrx, ys defines an algebraic set
(the unit circle) which is obviously not finite in C (note that the discussion of
the Zariski topology did not require k to be algebraically closed so that A2

R is
actually defined).

10. Exercise (Products of Zariski topologies). Identify A2 with A1 ˆ A1 as
sets in the natural way. Show that the Zariski topology on A2 is not the product of
the Zariski topologies on the two copies of A1.

Proof. Think of A2 “ tpx, yq | x, y P A1u “ A1 ˆ A1. Open sets in A1 are H,
complements of finite sets, or A1. It follows that a base of open sets in A1 ˆ A1 is
given by H, complements of finite families of lines parallel to the x- or y-axis, or A2

(i.e. any open sets with respect to the product topology can be written as a union
of these sets). But A2 contains for instance the open subset Dpx´yq (A2 without
the diagonal) which is not of this type. �

11. Definition (irreducible sets). A nonempty subset X of a topological space
is called irreducible if it cannot be written as the union X “ X1 Y X2 of two
proper subsets, each of which is closed in X.

12. Example. The affine space A1 is irreducible for its proper closed subsets are
finite, while A1 – k is infinite, k being algebraically closed.

The following remarks are general in nature and apply to any irreducible topological
space X.
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13. Proposition (irreducible topological spaces). Let X be an irreducible
topological space. Then

(i) X ­“ H.
(ii) Any two nonempty open subsets U1, U2 of an irreducible space X must inter-

sect. In particular, X is not Hausdorff.
(iii) Any nonempty open subset U of an irreducible set X is irreducible and dense.
(iv) If X is irreducible, then so is its closure X̄.

Proof. (i) This is true by definition.

(ii) If U1XU2 “ H for two open subsets, then U c1YU
c
2 “ X, where c denotes taking

the complement in X.

(iii) Indeed, X “ UYXzU , where XzU is closed. A decomposition of U into closed
subsets therefore yields a decomposition of X. Furthermore, X “ Ū YXzU so that
Ū “ X if X is irreducible.

(iv) Assume that X̄ “ Z1 Y Z2 with Zi closed and properly contained in X̄. Since
X̄ is closed, X X Zi is closed in X and thus gives a decomposition of X. �

14. Definition (affine and quasi-affine varieties). An affine (algebraic)
variety is an irreducible closed subset of An together with the subspace topology
induced from the Zariski topology. A quasi-affine variety is an open subset of an
affine variety.

15. Remark. It follows from Proposition 1.13 that any two nonempty open
subsets of an affine variety intersect, and any nonempty open subset is dense.

To establish a dictionary between geometry and algebra we associate with a subset
X Ă An the ideal

IpXq “ tf P krx1, . . . , xns | fpaq “ 0 for all a P Xu.

The main theorem for the assignement I is the

16. Theorem (Nullstellensatz). Let k be an algebraically closed field. Then

IpZpaqq “
?
a.

Put differently, fpxq “ 0 for all x P Zpaq Ă An if and only if fk P a for some k.

Proof. Suppose f P A :“ krx1, . . . , xns is such that fppq “ 0 for all p P Zpaq. We
introduce the auxiliary variable Y and consider the ideal

â “ pa, fY ´ 1q Ă ArY s.

Now p “ pa1, . . . , an, bq of Zpâq satisfies pa1, . . . , anq P Zpaq and fpa1, . . . , anqb “ 1,
whence fpa1, . . . , anq ­“ 0, a contradiction. Thus Zpâq “ H so that by (i), 1 P â.
Hence there exists gi P ArY s and hi P a such that

ÿ

gihi ` g0pfY ´ 1q “ 1.

By multiplying a polynomial gpx1, . . . , xn, yq by fk for a sufficiently big power k
we obtain a polynomial Gpx1, . . . , xn, fY q (note that f is itself an expression in
x1, . . . , xn). Therefore we can write the identity between polynomials as

ÿ

Gipx1, . . . , xn, fY qhi `G0pfY ´ 1q “ fkpx1, . . . , xnq.

In particular, substituting fY “ 1 gives

fk “
ÿ

Gipx1, . . . , xn, 1qhi P a,
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whence the assertion. �

17. Corollary. Let p Ă krx1, . . . , xns be a prime ideal. Then IpZppqq “ p.

We summarise the properties of I in the next

18. Proposition (Z ˝ I). Let X and Y be two subsets in An.

(i) If Y Ă X Ă An, then IpY q Ą IpXq.
(ii) For any subset X Ă An, ZpIpXqq “ X̄, the closure of X. In particular,

ZpIpXqq “ X for any algebraic set.
(iii) For any ideal a Ă krx1, . . . , xns, IpZpaqq “

?
a.

(iv) We have IpX Y Y q “ IpXq X IpY q. Further, if Y is closed, then IpXzY q “
IpXq : IpY q.

(v) IpXq is a radical ideal.

Proof. (i) Clear from the definition.

(ii) Obviously, X is contained in the closed set ZpIpXqq, whence X̄ Ă ZpIpXqq.
On the other hand, let Y be any closed set containing X, then Y “ Zpaq for some
ideal a Ă krx1, . . . , xns. Consequently, a Ă IpXq and thus ZpIpXqq Ă Zpaq “ Y .
This is in particular true for Y “ X̄.

(iii) This is the Nullstellensatz 1.16

(iv) We have

IpX Y Y q “ tf P krx1, . . . , xns | fpxq “ 0 for all x P X Y Y u

“ tf P krx1, . . . , xns | fpxq “ 0 for all x P Xu X tf P krx1, . . . , xns | fpxq “ 0 for all x P Y u

“ IpXq X IpY q
and

IpXzY q “ tf P krx1, . . . , xns | fpxq “ 0 for all x P XzY u

“ tf P krx1, . . . , xns | fpxq ¨ gpxq “ 0 for all x P X and g P IpY qu
“ tf P krx1, . . . , xns | f ¨ IpY q Ă IpXqu
“ IpXq : IpY q.

For the second step we used (ii) and that Y is closed.

(v) Let f P ApXq and suppose that fk “ 0. Evaluating f at a P X gives fkpaq “
pfpaqqk “ 0, whence fpaq “ 0 since k is a field. In particular, f ” 0 in ApXq, that
is, ApXq has no nontrivial nilpotent elements and is thus reduced. �

Furthermore, with IpXq we can associate a k-algebra giving the functions on an
affine variety.

19. Definition (Coordinate rings). If X Ă An is an algebraic set, we define
its coordinate ring ApXq of X to be

ApXq :“ krx1, . . . , xns{IpXq.

20. Remark. In particular, a coordinate ring is a finitely generated k-algebra.
Furthermore, IpXq is radical by Proposition 1.18 (v), so that a coordinate ring
must be reduced. Conversely, any finitely generated reduced k-algebra A arises
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as the coordinate ring of an affine variety. Indeed, Let A be a finitely gener-
ated algebra which is necessarily of the form A – krx1, . . . , xns{a. Put X “

Zpaq Ă An. If A is reduced, then a is radical so that IpXq “
?
α “ α. Hence

ApXq “ krx1, . . . , xns{a “ A. Note that two different affine varieties (e.g. Zpxq
and Zpyq in A2) can have isomorphic coordinate rings (e.g. krts). We will see later
(Proposition 1.141) that the coordinate ring determines the affine variety up to
isomorphism.

21. Examples.

(i) If ma “ px1´a1, . . . , xn´anq is a maximal ideal of krx1, . . . , xns corresponding
to the point tau “ Zpmaq, then its coordinate ring is krx1, . . . , xns{ma “ k
(cf. 0.6 – any “function” on tau must be a constant.

(ii) Since ZpAnq “ 0, ApAnq – krx1, . . . , xns. We define

Arns :“ ApAnq “ krx1, . . . , xns

and often use Arns as a shorthand notation for krx1, . . . , xns.

22. Exercise.

(i) Let X “ Zpx2´yq Ă A2
k. Show that ApXq is isomorphic to a polynomial ring

in one variable of the form krts.
(ii) Let Y “ Zpxy ´ 1q Ă A2. Show that ApY q is not isomorphic to some krts.

Proof. (i) By definition, ApXq “ krx, ys{px2´ yq. Since ȳ “ x̄2, ApXq “ krx̄, x̄2s “

krx̄s. Formally, an isomorphism is provided by krts Ñ ApXq is induced by the
assignement t ÞÑ x̄.

(ii) Here, ApY q “ krx, ys{pxy ´ 1q so that x̄ “ 1{ȳ. Hence ApXq “ krx̄, 1{x̄s which
contains a unit which is not in k. Thus ApXq cannot be of the form krts. �

23. Remark.

(i) We can think of ApXq as the ring of polynomial functions on X viewing
an equivalence class f̄ P ApXq as a map f : a P X ÞÑ fpaq P k. Since f
is determined up to elements in IpXq this is indeed well-defined. Further,
Arns “ krx1, . . . , xns and ApXq are Noetherian rings by Section 0.0.3. Choos-
ing generators x̄1, . . . , x̄n of ApXq is the same thing as choosing coordinates
x1, . . . , xn on An which give rise to “coordinates” x̄i on X. Of course, the x̄i
are not, in general, linearly independent (they could be zero for instance).

(ii) If for a P X, we let ma Ă ApXq be the ideal of functions vanishing at a, then
the assignement a ÞÑ ma gives a 1 ´ 1 correspondence between the points
of X and the maximal ideals of ApXq. Indeed, we have a correspondence
between points a P X and maximal ideals ma Ă Arns which contain IpXq by
Corollary 0.7. The latter correspond to maximal ideals in ApXq “ Arns{IpXq.

A necessary algebraic condition for irreducibility is this.

24. Proposition (irreducibility and prime ideals). Let X Ă An be algebraic.
If X is irreducible (and thus an affine variety) ô IpXq is a prime ideal in Arns,
that is, the coordinate ring of X is an integral domain.
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Proof. ñ) Let f ¨g P IpXq. Hence pf ¨gq Ă IpXq so that by Proposition 1.18 we have
Zpfgq “ Zpfq Y Zpgq Ą ZpIpXqq “ X. In particular, we have a decomposition
into closed subsets X “ pX X Zpfqq Y pX X Zpgqq so that either X Ă Zpfq or
X Ă Zpgq, whence f P IpXq or g P IpXq.
ð) Let p “ IpXq be prime, and assume that X “ X1YX2, where Xi are two closed
subsets of X. Then p “ IpXq “ IpX1qXIpX2q by Proposition 1.18, hence IpXq “
IpX1q or IpXq “ IpX2q by Proposition 0.24. Applying Z and Proposition 1.18
again implies X “ X1 or X “ X2. Hence X is irreducible. �

25. Example.

(i) Consider a point a “ pa1, . . . , anq P An. Geometrically it is obvious that it is
irreducible. Hence Iptauq is prime. Indeed, as we have seen in Example 0.5,
its associated ideal px1 ´ a1, . . . , xn ´ anq is maximal in Arns.

(ii) An “ Zp0q. It follows immediately (!) that An is irreducible (try to prove it
starting from the definition).

26. Exercise. Let X “ Zpx2 ´ yz, xpz ´ 1qq Ă A3
k. Show that X is a union of

three irreducible components. Describe their prime ideals.

Proof. We have

X “ Zpx2 ´ yz, xpz ´ 1qq “ Zpx2 ´ yzq X Zpxpz ´ 1qq

“ Zpx2 ´ yzq X pZpxq Y Zpz ´ 1qq

“ pZpx2 ´ yzq X Zpxqq Y pZpx2 ´ yzq X Zpz ´ 1qq

“ Zpx, yq Y Zpx, zq Y Zpx2 ´ y, z ´ 1q.

Hence X is the union of the irreducible components Zpx, yq, Zpx, zq and Zpx2 ´

y, z ´ 1q whose coordinate rings are isomorphic to krts. �

We have natural notions of subvarieties and product of varieties.

27. Definition (locally closed subspaces and affine subvarieties). A
subset of a topological space is called locally closed if it an open subset of its
closure, or equivalently, if it is the intersection of an open set with a closed set.
If X Ă A1 is a quasi-affine variety, and Y is an irreducible locally closed subset,
then Y is open in its closure Ȳ , a closed irreducible subset of X. In particular,
Ȳ “ X X Zpaq “ ZpIpXq ` aq Ă An is again an affine variety, and Y inherits a
natural structure of a quasi-affine variety being an open subset of Ȳ . We call Y a
subvariety of X.

28. Exercise (subvarieties of X and prime ideals of ApXq). Let X Ă An
be an affine variety. Show that there is a 1 ´ 1 correspondence between closed
subvarieties of X and prime ideals in ApXq.

Proof. If Y Ă X is a closed subvariety of X, then Y “ Ȳ “ ZpIpXq ` aq, where
p “ IpXq ` a Ă Arns is a prime ideal (Y is irreducible!) containing IpXq. Hence
p corresponds to a prime ideal in the quotient ApXq “ Arns{IpXq. Conversely,
if q Ă ApXq is a prime ideal, then q is the image of a prime ideal p Ă Arns
containing p. Then Y “ ZppqXX “ Zpp`IpXqq “ Zppq is closed in X (being the
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intersection of X with an algebraic set of An) and irreducible (being defined by a
prime ideal). �

29. Proposition (product of affine varieties). The product X ˆ Y of two
affine varieties X Ă An and Y Ă Am with coordinate rings ApXq and ApY q is also
an affine variety with coordinate ring ApX ˆ Y q “ ApXq bk ApY q.

Proof. Indeed, it is clear that if X “ Zpaq and Y “ Zpbq for a Ă krx1, . . . , xns
and b Ă krx1, . . . , xms, then X ˆ Y can be identified (as a set) with Zpa` bq, the
zero locus of the ideal in krx1, . . . , xn`ms generated by a ` b. The only point to
check is irreducibility. So assume that we had a decomposition X ˆ Y “ Z1 Y Z2.
Projection on the first resp. second factor induces isomorphisms X ˆ tbu – X for
all b P Y and tau ˆ Y – Y for all a P X. In particular, the fibres of the projections
are irreducible. Further, we obtain a decomposition

X ˆ tbu “ pX ˆ tbu X Z1q Y pX ˆ tbu X Z2q.

Hence either X ˆ tbu X Z1 “ X ˆ tbu or X ˆ tbu X Z2 “ Z2. Let Yi :“ tb P Y |

X ˆ tbu Ă Ziu. But this yields a decomposition of Y into the closed sets Y1 Y Y2

so that by irreducibility of Y we have either X ˆ Y “ Z1 or X ˆ Y “ Z2 (note
that Yi “

Ş

aPXta P X | pa, bq P Ziu is indeed closed as an intersection of closed
sets). �

30. Remark. Note that the topology on X ˆ Y induced from An`m is not
the product topology (which we can define independently from any affine struc-
ture). For instance, the construction above yields A1 ˆ A1 “ A2, but this is not
homoemorphic to A1 ˆ A1 (cf. Exercise 1..10).

Let us summarise the correspondence between alegebra and geometry.

algebraic sets in An ÐÑ radical ideals of Arns
affine varieties in An ÐÑ prime ideals of Arns
points in An ÐÑ maximal ideals of Arns
An ÐÑ p0q Ă Arns
H ÐÑ p1q Ă Arns
product X ˆ Y ÐÑ tensor product ApXq bk ApY q
closed subvarities of X ÐÑ prime ideals in ApXq
points of X ÐÑ maximal ideals in ApXq

Next we investigate further topological consequences coming from the fact that the
coordinate rings are finitely generated.

31. Definition (Noetherian topological spaces). A topological space is
called Noetherian if it satisfies the d.c.c. for closed subsets.

32. Example.

(i) The affine space An is Noetherian for Arns “ krx1, . . . , xns is a Noetherian
ring. Indeed, a sequence of closed sets X1 Ą X2 Ą . . . corresponds to an
ascending sequence of ideals IpX1q Ă IpX2q Ă . . . which eventually becomes
stationary. This also explains why we call this topology Noetherian instead
of Artinian.
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(ii) If A is Noetherian, then so is SpecA as a topological space for its closed sets
are of the form Zpaq for ideals a of A (cf. Exercise 0.35).

The following property holds in any Noetherian topological space.

33. Proposition and Definition (irreducible components). In a Noetherian
topological space, every nonempty closed subset X can be expressed as a finite union
X “ X1 Y . . . Y Xr of irreducible closed subsets Xi. If we require that Xi Ĺ Xj

for i ­“ j, then the set tXiu is uniquely determined. Its elements are called the
irreducible components of X.

Proof.

Step 1. Existence. Let Σ be the set of nonempty closed subsets with no decom-
position as required. In particular, no element of Σ can be irreducible. We claim
that Σ “ H. Assume to the contrary that Σ ­“ H. Then by the d.c.c., Σ has a
minimal element, say X. Since X is not irreducible, it must have a decomposition
X “ X1 Y X2 into closed proper subsets X1,2 Ĺ X. However, X1,2 must have a
decomposition into irreducible components by minimality of X which would give
one for X, contradiction. Hence Σ “ H.

Step 2. Uniqueness. This is easy, see also [Ha, Proposition I.1.5].

�

34. Corollary (Noetherian rings have only finitely many minimal primes).
If a is an ideal of a Noetherian ring A, then there are only finitely many primes of
A containing a and which are minimal with this property. In particular, any Noe-
therian reduced ring admits an injection A ãÑ

À

A{p, where the sum is taken over
all minimal primes of A, and whose image intersects any summand nontrivially.

Proof. We apply Proposition 1.33 to the topological space SpecA. We can then de-
compose Zpaq into a finite number of components which correspond to the minimal
primes containing a. Now apply Exercise 0.25. �

35. Remark. In particular, we see that by Corollary 0.17 any radical ideal a of
a Noetherian ring is the intersection of a finite number of minimal primes,

a “
č

aĂp minimal

p “
r
č

i“1

pi,

which in the case of A “ krx1, . . . , xns gives precisely the decomposition into irre-
ducibles: Zpaq “ Zp

Ş

i piq “
Ť

iZppiq.

36. Corollary (decomposition into irreducible subsets). Every algebraic set
X Ă An can be (up to ordering) uniquely expressed as a union of affine varieties, no
one containing another. These correspond to the minimal prime ideals containing
IpXq.
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Proof. Instead of appealing to the general topological theory we can give a direct
algebraic argument here. Namely, let Σ be the set of ideals IpXq Ă krx1, . . . , xns
of algebraic sets X which do not have a composition as in Proposition 1.33. The
assertion is that Σ “ H, so oppose to the contrary that Σ ­“ H. By the Noetherian
property of Arns there is a minimal element of Σ, say IpY q. Now Y is itself not
irreducible (for then it cannot be an element of Σ). Hence Y “ Y1 Y Y2 for two
strictly contained closed subsets of Y . In particular, Yi R Σ so they do have a
decomposition as in Proposition 1.33. �

37. The rôle of zerodivisors. Let X Ă An be an algebraic set whose coordinate
ring ApXq is not an integral domain. In particular, p0q is not a prime ideal. Then we
have zerodivisors f , g ­“ 0 in ApXq such that fg “ 0. Recall that by Corollary 0.18,
ApXq is either reduced, or has more than one minimal prime. To see what these
two cases mean geometrically, consider the coordinate rings

(i) ApZpx2
1qq “ krx1, x2s{px

2
1q, where f “ g “ x1;

(ii) ApZpx1x2qq “ krx1, x2s{px1x2q, where f “ x1 and g “ x2.

The first case is the coordinate ring of Zpx2
1q “ the x2-axis in k2. We can

think of krx1, x2s{px
2
1q as the set of polynomials tfpx2q ` x1fpx2q | f P krxsu.

Put differently, ApZpx2
1qq remembers the x1-derivative Bf{Bx1p0, x2q of a general

fpx1, x2q P krx1, x2s at each point p0, x2q. This is sometimes pictured as a thickened
x1 “ 0 line (see Figure 1.8). Although this seems to rely on a rather unalgebraic
intuition it is really at the heart of scheme theory as we will see below. In the second
case, x̄1 and x̄2 generate two prime ideals in A “ ApZpx1x2qq “ krx1, x2s{px1x2q

for
`

krx1, x2s{px1x2q
˘

{
`

px1q{px1x2q
˘

– krx1, x2s{px1q “ krx2s which is integral
etc. Since Zpxiq are just the irreducible components of Zpx1x2q these prime
ideals are minimal. In this way, we can see krx1, x2s{px1x2q as a subring of
A{px̄1q ‘ A{px̄2q – krx1s ‘ krx2s with x̄1 and x̄2 mapping to different factors so
that their product is zero, cf. Corollary 1.34.

Projective varieties. There a various reasons to study not only affine, but also
projective varieties. Historically, projective spaces were introduced in order to have
a properly working intersection theory. For instance, two lines in a plane intersect
precisely in one point if they are not parallel. To get a uniform theory where any
two lines intersect one adds to every line the point at infinity (identifying the two
ends of the line), then two parallel lines also intersect, namely at “infinity” (think
of two rails!) (for a very good explanation of this viewpoint, see also [CLS, Chapter
8.1]).

To define the projective space, consider the natural action of the multiplicative
group k˚ on An`1

k zt0u by scalar multiplication. As a set, the n-dimensional
projective space is

Pnk :“ An`1zt0u{k˚.

Equivalently, we can think of Pn as the set of lines in kn`1 passing through the
origin.

38. Examples. It is easy to see that

(i) P1
R “ S1 (see Figure 1.5);

(ii) P2
R “ R2 Y P1

R (see Figure) 1.6).
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Figure 5. The bijection P1
R – S1

Figure 6. The bijection P2
R – R2 Y P1

R

More generally, Pnk “ kn Y Pn´1
k for any field, see Example 1.39 below.

For concrete computations it is useful to have a coordinate description. Fix coordi-
nates x0, . . . , xn on An`1. A line through the origin is then specified by any point
a “ pa0, . . . , anq P An`1zt0u. We denote its equivalence class by πpa0, . . . , anq “
ra0 : . . . : ans, that is, ra0 : . . . : ans “ rλa0 : . . . : λans for λ P k˚, and we think
of π : An`1zt0u Ñ Pn as a projection map. In particular, Pn “ tra0 : . . . : ans |
pa0, . . . , anq P An`1zt0uu. If a “ ra0 : . . . : ans P Pn, then the n` 1 numbers ai are
called the homogeneous coordinates of a.

The geometric objects we consider in Pn are given by homogeneous equations. A
polynomial function fpx0, . . . , xnq “

ř

ci0...inx
i0
0 ¨ ¨ ¨ . . . ¨ ¨ ¨x

in
n is called homoge-

neous of degree d if all the monomials have the same degree d “ i0` . . .` in. In
particular, fpλx0, . . . , λxnq “ λdfpx0, . . . , xnq so that the zero locus

Zppfq :“ tra0 : . . . : ans P Pn | fpa0, . . . , anq “ 0u

is well-defined.
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39. Example. We call the set Hi “ Zppxiq “ tra0 : . . . : ans P Pn | ai “ 0u the
i-th hyperplane at infinity. As a set, it is bijective with Pn´1. Note that its
complement Ui :“ Hc

i can be identified with kn via the map

ϕi : Ui Ñ kn, ϕipra0 : . . . : ansq “ pa0{ai, . . . , an{aiq

where we omit ai{ai “ 1 (see also Exercise 1.49).

It is ultimately the action of k˚ on krx0, . . . , xns which singles out the homogeneous
elements in krx0, . . . , xns, or more invariantly, gives rise to a grading.

40. Graded rings and modules. A graded ring is a ring S together with a
direct sum decomposition S “

À

dě0 Sd as Abelian groups such that

SdSe Ă Sd`e for d, e ě 0.

The prime example is the polynomial ring

Srns :“ krx0, . . . , xns “
à

dě0

krx0, . . . , xnsd,

where krx0, . . . , xnsd is the vector space of homogeneous polynomials of degree d.
Of course, Srns “ Arn ` 1s as a polynomial ring. We write Srns if we want to
emphasise this precise grading into homogeneous polynomials.

41. Remark. If we extend the k˚-action on An`1 to Arn ` 1s by regarding
f P Arn` 1s as a polynomial function, and set λpfpx0, . . . , xnqq “ fpλx0, . . . , λxnq,
then Sd “ vector subspace of S on which k˚ acts with weight d, i.e. f P Sd ô
λpfq “ λd ¨ f .

In general, a homogeneous element of S is simply an element of one of the groups
Sd. We refer to d as the degree of the element. In the decomposition f “ f0 `

f1` . . ., fd P Sd, fd is refered to as a homogeneous component of f . For future
reference, we let

Sh “ tf P S | f homogeneousu,

i.e. Sh is the set of homogeneous elements of S. An ideal a is homogeneous if and
only if it is generated by homogeneous elements. Equivalently, a is homogeneous if
and only if the homogeneous of any f P a are again in a, i.e.

a “
à

dě0

paX Sdq.

Note that any homogeneous element f of a homogeneous ideal a can be uniquely
written as

ř

gifi where fi are the homogeneous generators of a and gi are homo-
geneous elements of S. Further, the sum, the product, the intersection and the
radical of homogeneous ideals are again homogeneous. Finally, to test whether a
homogeneous ideal is prime it is sufficient to show that for any homogeneous ele-
ments f and g P a with fg P a we have f P a or g P a. If S is a graded ring, we
let

S` “
à

dą0

Sd

be the (maximal) ideal consisting of all homogeneous elements of degree greater
than zero. For instance if S “ Srns, then S` “ px0, . . . , xnq.

If S is a graded ring, then a graded S-module is an S-module M together with
a family pMdqdě0 of subgroups of M such that

M “
à

Md and SeMd ĂMd`e

for all d, e ě 0. In particular, and Md is an S0-module. An element x P Md is
called homogeneous of degree d; any element x P M has a decomposition into
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a finite sum of its homogeneous components
ř

xd. If M and N are graded
S-modules, then a morphism of graded A-modules ϕ : M Ñ N is a degree
preserving module morphism, i.e. ϕpMdq Ă Nd for all d ě 0.

42. Exercise (Noetherian graded rings). Let S be a graded ring. Are equiva-
lent:

(i) S is a Noetherian ring.
(ii) S0 is Noetherian and S is finitely generated as an S0-algebra.

Proof. (ii)ñ(i) Since S – S0rx1, . . . , xns{a this follows from Hilbert’s basis theo-
rem 0.103 and 0.92.

(i)ñ(ii) Since S0 – S{S`, S0 is Noetherian. Further, S` is an ideal of S, hence
finitely generated as an S-module, say by the (homogeneous) elements x1, . . . , xn of
S. Let di denote their respective degree ą 0. Let S1 be the subring of S generated
by x1, . . . , xn over S0 (this is the smallest subring containing S0 and the xi). In
particular, S1 is a finitely generated S0 algebra. We need to show that Sd Ă S1

for all d. By induction on d. By design this is true for d “ 0. Next let d ą 0
and x P Sd Ă S`. Then x “

ř

aixi with ai P S. Since di ą 0, the degree of the
homogenous components of the ai must be smaller than d “ degpaiq ` di ą 0, thus
ai P S

1. Therefore, the ai “
ř

xibi with bi P S0 so that finally x P S1. �

As noted above, a homogeneous polynomial f P krx0, . . . , xnsd yields a well-defined
function Pn Ñ t0, 1u also denoted by f and which is given by fpra0 : . . . : ansq “ 0
if fpa0, . . . , anq “ 0 and 1 if not. For any T Ă Srnsh, we set

ZppT q :“ ta P Pn | fpaq “ 0 for all f P T u.

Of course, T defines also an affine algebraic set ZpT q Ă An`1 which is why we write
ZppT q. The relation between ZppT q and ZpT q will be discussed in Proposition 1.56.
If the context makes it clear that we are working in projective space we sometimes
simply write ZpT q. If a is a homogeneous ideal, then we set

Zppaq :“ Zpptf P aX krx0, . . . , xnsd | d ě 0uq

“ Zppthomogeneous polynomials of auq.

On the other hand, if X Ă Pn we define the homogeneous ideal generated by
X to be

IpXq “ ptf P krx0, . . . , xnsd | d ě 0, fpaq “ 0 for all a P Pnuq
“ tideal generated by homogeneous polynomials f with f |X “ 0u.

43. Definition (algebraic sets of Pn and their coordinate ring). A subset
X of Pn is algebraic if there exists a set T Ă Srnsh of homogeneous polynomials
such that X “ ZppT q. The homogeneous coordinate ring of X is

SpXq “ Srns{IpXq.

44. Remark.

(i) The coordinate ring of Pn is Srns, that is, krx0, . . . , xns together with the
grading defined by homogneous polynomials. If we forget the grading, then
krx0, . . . , xns is just the coordinate ring of An`1 which we continue to write
Arn` 1s.

(ii) Any projective algebraic set can be written as the zero locus of finitely many
homogeneous polynomials of same degree since Zpfq “ Zpxd0f, . . . , xdnfq.
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45. Example.

(i) Let L Ă An`1 be a linear subspace of dimension k ` 1 which is given by the
linear equations, say, xk`2 “ . . . “ xn`1 “ 0. Since these are homogeneous
they define a projective variety in Pn, which is the image of L under the
projection An`1zt0u Ñ Pn. This is a so-called linear subspace of Pn. Once
we have a notion of morphisms (which we do not have yet for varieties!) it
easily follows that L is isomorphic as a projective variety to Pk.

(ii) Consider

X “ tra0 : . . . : a3s | rank

ˆ

a0 a1 a2

a1 a2 a3

˙

ď 1u.

This is an example of a so-called determinantal variety. Namely, X “ Zppx0x2´

x2
1, x0x3 ´ x1x2, x1x3 ´ x2

2q is given by the common zero locus of the three
2ˆ 2-minors of the matrix given in the definition of X.

46. Proposition.

(i) If taiu is a family of homogeneous ideals, then
č

i

Zppaiq “ Zpp
ď

i

ai.q

(ii) If a1,2 are two homogeneous ideals, then

Zppa1q Y Zppa2q “ Zppa1a2q.

(iii) The empty space and Pn are algebraic sets.

Proof. Similar to Proposition 1.5. �

47. Definition (Zariski topology on Pn). The open sets of the Zariski
topology are the complements of algebraic sets.

48. Remark. As for affine varieties, we have

(i) T1 Ă T2 Ă Srnsh ñ ZppT1q Ą ZppT2q;
(ii) X1 Ă X2 Ă Pn ñ IpX1q Ą IpX2q;
(iii) for any two subsets X1, X2 Ă Pn, IpX1 YX2q “ IpX1q X IpX2q;
(iv) for any subset X Ă Pn, ZppIpXqq “ X̄.

The statement corresponding to the Nullstellensatz (i.e. I ˝ Zpaq “
?
a) will be

discussed in Exercise 1.58

49. Proposition (standard open cover of Pn). Fix homogeneous coordinates
x0, . . . , xn on Pn. For i “ 0, . . . , n we consider the sets Ui “ txi ­“ 0u from
Example 1.39. Show that

(i) the Ui provide an open cover for Pn.
(ii) ϕi : Ui Ñ An, ϕiprx0 : . . . : xnsq “ px0{xi, . . . , x̂i, . . . , xn{xiq (where ˆ̈ denotes

omission) defines a homeomorphism between Ui and An.

For T Ă Srnsh try to write ϕpZppT q X U0q as ZpT 1q, T 1 Ă Arns.
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Proof. (i) Since Ui “ Zppxiqc, the sets Ui are open. Further, if a “ ra0 : . . . : ans P
Pn, then there exists at least one aj ­“ 0. Hence a P Uj so that the open sets Ui
cover Pn.

(ii) Without loss of generality we assume i “ 0 and consider the maps α : Srnsh Ñ
Arns “ kry1, . . . , yns defined by αpfq “ fp1, y1, . . . , ynq and β : Arns Ñ Srnsh
defined on polynomials g of degree d by βpgq “ xd0gpx1{x0, . . . , xn{x0q. The map
ϕ “ ϕ0 is clearly bijective. We show that it identifies the closed subsets of X Ă

U “ U0 with those of An. Let X̄ be the closure of X in Pn. Let T Ă Srnsh be such
that X̄ “ ZppT q and put T 1 “ αpT q. We claim that ϕpXq “ ϕ0pZppT q X Uq “
ZpT 1q Ă An. Indeed, if ra0 : . . . : ans P X and f P T of degree d, then

αpfqpϕpra0 : . . . : ansqq “ fp1, a1{a0, . . . , an{a0q “ ad0fpa0, a1, . . . , anq “ 0,

hence ϕpra0 : . . . : ansq P ZpT 1q. On the other hand, if y “ py1, . . . , ynq P ZpT 1q,
put a “ r1 : y1 : . . . : yns. Then a P U and if f P T , then fp1, y1, . . . , ynq “
αpfqpy1, . . . , ynq “ 0 so that also a P X̄, i.e. a P U X X̄ “ X. Hence ϕ maps
closed sets in U to closed sets to An. Conversely, let Y Ă An be closed. Then Y “
ZpT 1q for some subset T 1 of kry1, . . . , yns. We claim that ϕ´1pY q “ ZppβpT 1qq X
U0 which is closed in U0. Indeed, let a “ ra0 : . . . : ans P ϕ´1pY q. Then
a P U and fpa1{a0, . . . , an{a0q “ 0 for all f P T 1. Hence βpfqpa0, . . . , anq “
ad0fpa1{a0, . . . , an{a0q “ 0, that is, ϕpaq P ZpT 1q. On the other hand, let b “
r1 : b1 : . . . : bns P ZppβpT 1qq X U0. Then ϕpbq is defined, and if f P T 1, then
fpϕpbqq “ βpfqp1, b1, . . . , bnq “ 0, whence b P ϕ´1pY q. �

50. Remark. In fact, the maps ϕi from Exercise 1.49 actually identify Ui with
An as varieties, see Lemma 1.147.

51. Definition (projective variety). An irreducible algebraic set in Pn to-
gether with the induced subset topology is called a projective variety. A quasi-
projective variety is an open subset of a projective variety.

The following exercise gives an easy way to construct projective varieties from affine
ones.

52. Exercise (projective closure of an affine variety). If X Ă An is an affine
variety, and we identify An with U0 via the map ϕ0 of Exercise 1.49, then we call
X̄ Ă Pn the projective closure of X. Using the notation of the previous exercise,
show that IpX̄q is the ideal generated by βpIpXqq.

Proof. If g P IpXq, then βpgq “ xd0gpx1{x0, . . . , xn{x0q is homogeneous of de-
gree d “ degree of g and vanishes on X, hence the closure of X in Pn, i.e. X̄,
is contained in the closed set Zpβpgqq. It follows that βpgq P IpX̄q X Srnsh.
Conversely, any homogeneous f P IpX̄q is in the image of β (indeed, taking
gpa1, . . . , anq “ fp1, a1, . . . , anq gives βpgq “ f), whence the result. �

53. Example. Consider the conics X1 “ Zpx2´x
2
1q and X2 “ Zpx1x2´1q in A2

of which we think as subsets of U0 in P2. Under this identification the projective
closures of X1 and X2 are X̄1 “ Zppx0x2´x

2
1q and X̄2 “ Zppx1x2´x

2
0q respectively.

Geometrically, we obtain X̄1 and X̄2 by adding the points “at infinity” r0 : 0 : 1s
respectively tr0 : 1 : 0s, r0 : 0 : 1su. Note that the lines defined by p0, 1q and p1, 0q
and p0, 1q in A2 are just the asysmptotics of the curves X1 and X2 in A2. In this
way, we can think of X̄i Ă P2 as the projective complexification of Xi Ă A2; the
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projective closure of a parabola or a hyperbola in A2 gives rise to the same conic
(i.e. hypersurface defined by a homogeneous polynomial of degree 2) in P2.

54. Proposition (irreducible projective algebraic sets). For X Ă Pn
algebraic are equivalent:

(i) X is irreducible;
(ii) IpXq is prime;
(iii) SpXq is an integral domain.

Proof. This follows as in the affine case: If X “ X1 Y X2, then IpXq “ IpX1q X

IpX2q. Hence, if IpXq is prime, then either IpXq “ IpX1q or IpX2q, whence X “

X1 or X2. Conversely, if IpXq is not prime, then there exists a product f ¨g P IpXq
with f, g R IpXq. Then X “ pX XZppfqq Y pX XZppgqq gives a decomposition so
that X is reducible. �

Another way to make contact with affine varieties is the cone construction.

55. Definition.

(i) A nonempty set X Ă An`1 is called a cone if it is invariant under the k˚-
action on An`1, that is,

pa0, . . . , anq P X ñ pλa0, . . . , λanq P X

for all λ P k˚.
(ii) For a nonempty set X Ă Pn the cone

CpXq :“ tpx0, . . . , xnq|rx0 : . . . : xns P Xu Y t0u Ă An`1

is called the cone over X (see Figure 1.7).

Figure 7. The cone over Y

56. Proposition (ideals of projective algebraic sets and their cones).

(i) X Ă An`1 is a cone ô IpXq Ă Arn` 1s “ krx0, . . . , xns is homogeneous.
(ii) Let a Ă Srns be a homogeneous ideal. If X “ Zppaq Ă Pn, then its cone is

given by CpXq “ Zpaq Ă An`1. In particular, CpXq is indeed a cone in the
sense of Definition 1.55 (i).
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(iii) Let X Ă Pn be a projective algebraic set with homogeneous ideal IpXq Ă Srns,
then IpCpXqq “ IpXq as an ideal of Arn` 1s. In particular, X is irreducible
ô CpXq is irreducible, and ApCpXqq “ SpXq.

Hence, there is a 1 ´ 1 correspondence between projective algebraic sets in Pn and
affine cones in An`1.

Proof. (i) If X is a cone, f P IpXq, and a P X, then fpλaq “
ř

fdpλaq “
ř

λdfpaq “ 0. Hence fdpaq “ 0 since k is infinite, so fd P IpXq. The converse
is obvious.

(ii) The inclusion Zpaq Ă CpXq is clear. So let a “ pa0, . . . , anq P CpXq. Then
πpaq “ ra0 : . . . : ans P X so that fpa0, . . . , anq “ 0 for all f P a. Hence CpXq Ă
Zpaq. In particular, IpXq “

?
a is homogeneous since a is homegenous. Hence

CpXq is a cone by (i).

(iii) Since CpXq is a cone, IpCpXqq is homogeneous, and a homogeneous polynomial
f P IpCpXqq if and only if f P IpXq. �

57. Example. We have CpPnq “ An`1. In particular, IpPnq “ IpAn`1q “ p0q
so that Pn is irreducible.

58. Exercise (projective Nullstellensatz). For any homogeneous ideal a Ă
Srns such that Zppaq ­“ H we have IpZpaqq “

?
a. In particular, there is a 1 ´ 1

inclusion reversing correspondence between algebraic sets in Pn and homogeneous
radical ideals of S not equal to S`.

Proof. Let X “ Zppaq Ă Pn. By Proposition 1.56 and the usual Nullstellensatz,
?
a “ IpZpaqq “ IpCpXqq “ IpXq “ IpZppaqq.

�

59. Exercise. For a homogeneous ideal a Ă Srns are equivalent:

(i) Zppaq “ H in Pn;
(ii)

?
a “ either Srns or S` “

À

dą0 Sd;
(iii) Sd Ă a for some d ą 0.

Hint: For (i)ñ(ii): Consider the cone of Zppaq.

Proof. (i)ñ(ii) If Zppaq “ H in Pn, then its cone in An`1 is either Zpaq “ H, i.e.
a “ p1q, or Zpaq “ t0u, i.e. a “ px0, . . . , xnq. Otherwise, there would be a point
0 ­“ a P Zpaq and by homogeneity, Zpaq would contain the entire line xay spanned by

a. In the first case, IpZpaqq “
a

p1q “ Srns while IpZpaqq “
a

px0, . . . , xnq “ S`
in the second.

(ii)ñ(iii) In both cases
?
a contains the monomials xi so that xmi P a for some m.

In particular, Smpn`1q Ă a as any monomial of degree mpn` 1q must have at least
one factor of the form xmi .

(iii)ñ(i) Since xdi P Sd Ă a, Zppaq Ă
Şn
i“0 Zppxdi q “ H. �

60. Remark. Because of (ii) in the previous exercises, the maximal ideal S`
corresponds to the empty set and is therefore sometimes called the irrelevant
ideal.
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61. Definition (variety). A variety (over k) is any affine, quasi-affine,
projective or quasi-projective variety. A subvariety of a variety X is an irreducible
locally closed subset which inherits from X the structure of a quasi-affine or -
projective variety.

Varieties will be the objects of our category. Next we need the morphisms; before
we can define these, we need to discuss functions on varieties.

62. Remark. Some authors consider a more general notion of variety obtained
by glueing affine varieties (cf. for instance [GaCA]) via isomorphisms, similar to
the notion of a differentiable manifold obtained by glueing open sets of Rn via
diffeomorphisms (the isomorphisms in the catgeory of differentiable manifolds).
We call this more general object an abstract variety which will arise as the special
case of a still more general object, namely a scheme, to be discussed in Section 4.

63. Exercise (varieties covered by Noetherian spaces). If X is a variety
which is covered by finitely many Noetherian subsets, then X is itself Noetherian.
Conclude that Pn is a Noetherian topological space, and that any algebraic subset of
Pn can be written uniquely as a finite union of irreducible components, i.e. closed
irreducible sets, no one containing another.

Proof. Assume that X1 Ą X2 Ą . . . is an infinite chain of closed subsets of X. Since
the Ui are Noetherian, the sequence Xj XUi must become stationary for all i, that
is, there exists an integer N such that Xj XUi “ Xl XUi for all j, l ě N and all i.
Hence Xj “

Ť

ipXjXUiq “ Xl for all j, l ě N , i.e. the sequence becomes stationary.
For instance, the open cover of Pn provided by Proposition 1.49 immediately implies
that Pn is Noetherian (of course, we could also argue by the associated chain of
ideals IpXiq in the Noetherian ring Srns). The decomposability of algebraic sets
follows from Proposition 1.33. �

1.2. Regular functions and sheaves. A function f on X is a map X Ñ A1.
We usually abuse notation and simply write X Ñ k though we will think of k as
affine space endowed with its Zariski topology (in the case of k “ R or C, another
natural choice would be the Euclidean topology, for instance if we considered C8

or holomorphic functions) We recall that k is algebraically closed, hence infinite, so
we can freely identify polynomials in n variables with polynomial functions An Ñ k
and thus with functions on X by restriction.

64. Definition (regular functions).

(i) Let X be a quasi-affine variety. A function f : X Ñ k is regular at a P X
if there is an open neighbourhood V of a in X, and polynomials g, h P
krx1, . . . , xns such that h is nowhere zero on V , and f “ g{h on V . If f is
regular at any point a P U of an open set of X, then we call f regular on U .

(ii) Let X be a quasi-projective variety. A function f : X Ñ k is regular at
p P X if there is an open neighbourhood V of a in X, and polynomials g,
h P Spnq “ krx0, . . . , xns of the same degree, such that h is nowhere zero on
V , and f “ g{h on V . If f is regular at any point a P U of an open set of X,
then we call f regular on U .
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(iii) If X is a variety, we denote by OXpUq or simply OpUq the regular functions
on the open subset U of X. Note that because regularity of a function was
defined for quasi-affine resp. quasi-projective varieties, OXpUq makes actually
sense.

65. Remark.

(i) The degree assumption in the quasi-projective case ensures that the quotient
f{g is indeed a well-defined function (while f and g are not unless they vanish).

(ii) From the definition it follows that OXpUq forms a ring.
(iii) We actually have OXpXq “ ApXq as we will prove in Proposition 1.94 below.

Of course, the inclusion Ą is obvious.

66. Proposition (continuity of regular functions). A regular function is
continuous.

Proof. We consider the case of a quasi-affine variety; the projective case works
similarly. We show that the preimage of a closed set under a regular function f is
again closed. Since closed sets in A1 are finite collections of points it is enough to
show that f´1paq is closed for any a P A1. Note that a subset Z of a topological
space X is closed ô Z can be covered by open sets U such that Z XU is closed in
U for each U . By definition of regularity, we can cover X by open sets U such that
f “ g{h with h nowhere vanishing on U . Then f´1paq X U “ tp P U | gppq{hppq “
au. Since gppq{hppq “ a ô pg ´ ahqppq “ 0 we have f´1paq X U “ Zpg ´ apq X U
which is closed with respect to the subspace topology of U . Hence f´1paq is closed
in X. �

Since nonempty open subsets of irreducible spaces are dense, cf. Proposition 1.13,
we immediately obtain the following

67. Corollary. A regular function on a variety is determined by its restriction to
any nonempty open subset.

Proof. It is enough to show that f |U ” 0 on a nonempty open subset U of X implies
f ” 0 on X. Indeed, U Ă f´1p0q. Since f is regular, thus continuous, the latter set
is closed and thus contains the closure Ū of U . But since U is dense, Ū “ X. �

68. Definition (ring of regular functions at a point and function fields).
Let X be a variety.

(i) For a P X we define the local ring of a on X, OX,a or simply Oa, to be the
ring of germs of regular functions on X near a. Put differently, elements of
OX,a are equivalence classes rU,ϕs where H ­“ U Ă X is open and contains
a, and f P OXpUq. We have rU,ϕs “ rV, ψs if ϕ ” ψ on U X V .

(ii) The function field KpXq consists of elements rU,ϕs of H ­“ U Ă X open
and ϕ P OXpUq, where we identify rU,ϕs with rV, ψs if ϕ ” ψ on U X V . Its
elements are called rational functions.

69. Remark.
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(i) Since X is irreducible, any two nonempty open sets have a nonempty inter-
section, so that we can define addition and multiplication in a natural way:
rU, f s` rV, gs “ rU XV, f ` gs etc., so that OX,a is indeed a ring. By Proposi-
tion 0.11, Oa is a local ring, for the set of non-units ma “ trU, f s | fpaq “ 0u
is an ideal (note that f ¨ gpaq “ 1 entails that both f and g do not vanish in a
and thus not in a neighbourhood of a). The residue field is Oa{ma – k, where
the isomorphism is given by evaluation of an equivalence class rU, f s at a.

(ii) KpXq is indeed a field. If rU, f s ­“ rX, 0s, then we can restrict f to the
nonempty open set U˚ “ Uzpf´1p0qqc where it never vanishes, and rU, f s “
rU˚, f s is invertible with inverse rU˚, 1{f s.

(iii) For a P U we have a natural sequence of injective maps

OXpUq ãÑ OX,a ãÑ KpXq.

The first inclusion assigns to f the equivalence class rU, f s. In fact, we can
think of a regular function f : U Ñ k as a function whose germ at any point
x P X can be represented by a rational function, i.e. as a fraction pf polynomial
functions. The second inclusion assigns to a germ rU, f s the corresponding
equivalence class in KpXq. We therefore usually think of OXpUq and OX,a as
subrings of KpXq.

70. Exercise (the local ring only depends on a neighbourhood). Let X
be a variety and V Ă X be an open subset. Show that OV pUq (considering V as a
quasi-affine or -projective variety) equals OXpUq. Conclude that OX,a “ OV,a for
any open subset V Ă X containing a.

Proof. We assume that X Ă An is affine, the projective case being following along
the same lines. Since V Ă An is a quasi-affine variety, f P OV pUq if and only if f
is locally of the form h1{h2 with hi P Arns. Since U is open in V if and only if U is
open in X, we clearly have OV pUq “ OXpUq. Next consider the map OX,a Ñ OU,a

given by rU, f s ÞÑ rUXV, f |UXV s. This map is clearly injective and well-defined, for
the restriction of F to any open set is again regular. Furthermore, it is surjective
for any rW, f s P OV,a is clearly also in OX,a, W being open in X as well. �

Sheaves. To understand the topological nature of regular functions we give a basic
introduction to sheaf theory which we will develop more completely in subsequent
chapters.

71. Definition (presheaves). Let X be a topological space. A presheaf F of
Abelian groups on X consists of the following data:

(i) For every open subset U Ă X, an Abelian group FpUq;
(ii) for every inclusion V Ă U of open subsets of X, a morphism of Abelian groups

ρUV : FpUq Ñ FpV q subject to the conditions
‚ FpHq “ the trivial group t0u;
‚ ρUU : FpUq Ñ FpUq is the identity map, and
‚ if W Ă V Ă U are three open subsets, then ρUW “ ρVW ˝ ρUV .

72. Remark. More generally, we can consider sheaves of rings, modules or any
other object in some fixed category C. In fact, if we let TOPX be the cate-
gory consisting of open subsets of X as objects and inclusions as morphisms (cf.
Example A.3, then a presheaf defines a contravariant functor TOPX Ñ C. For



ALGEBRAIC GEOMETRY 1 & 2 59

instance, we can consider a differentiable manifold/complex manifold/variety X
together with the sheaf OX of rings which assigns to an open U Ă X the ring of
C8/holomorphic/regular functions on U . In this way, pX,OXq becomes a ringed
space, i.e. a topological space X together with a sheaf of rings OX of (continu-
ous) functions which is the starting point for any geometric theory in contrast to
topology.

73. Examples.

(i) Let X be a variety. For each open set U Ă X, let OpUq be the ring of regular
functions U Ñ k, and ρUV restriction of V in the usual sense.

(ii) Similarly, we can define the presheaf of continuous/differentiable/holomorphic
functions on any topological/differentiable/complex manifold.

(iii) LetM be a topological/differentiable/complex manifold and E ÑM a topolog-
cial/differentiable/holomorphic vector bundle. Then EpUq :“ ΓpU,Eq is the
associated presheaf of sections.

In order to stress the analogy with functions and sections of vector bundles, the
group FpUq is also refered to as the sections over U . Consequently, we sometimes
use the notation ΓpU,Fq nadwrite s|V instead of ρUV psq.

Next we define sheaves which are roughly speaking presheaves determined by local
data.

74. Definition (sheaves). A presheaf F on X is called a sheaf if for any open
covering tViu of an open subset U of X, the following conditions hold:

(i) If s P FpUq is such that s|Vi “ 0 P FpViq for all i, then s “ 0 in FpUq (“s is
determined by restriction to open subsets”, “local injectivity”).

(ii) If there exists si P FpViq for each i such that si|ViXVj “ sj |ViXVj , then there
exists s P FpUq such that s|Vi “ si (“local compatible sections can be glued
together”, “local surjectivity”).

75. Examples.

(i) All the presheaves considered in the previous example are in fact sheaves. For
instance, consider O the sheaf of regular functions on a variety X. A
regular function on U which is locally 0 must be 0 on all of U . Further, a
function U Ñ k which is locally regular is by definition regular. The same
applies to the the presheaf of continuous/differentiable/holomorphic functions.

(ii) Let X be a topological space and G an Abelian group. We define the constant
sheaf G on X as follows. Endow G with the discrete topology, and let GpUq
be the continuous functions U Ñ G. Then for any connected set, GpUq “ G,
whence the name. If U is an open set whose connected components are open,
then GpUq is a direct product of copies of G. Note that if we defined a
presheaf by GpUq “ G for any nonempty open subset of X, then G is not a
sheaf. Indeed, take two disjoint nonempty open subsets U and V . Then if
s P GpUq “ G and t P GpV q “ G are not equal, they do not glue to an element
in GpU Y V q, yet they are compatible for the condition on the intersection is
vacuous.

(iii) If ϕ : F Ñ G is a morphism of sheaves, then the presheaf given by the Abelian
groups kerφpUq “ kerϕU Ă FpUq with restriction maps induced by restricting
the restriction maps from F to kerφ, is actually a sheaf, the so-called kernel
sheaf of ϕ. If kerϕ “ 0, we say that ϕ is injective.
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76. Remark. The naive definition imφpUq :“ imφU of the “image sheaf” of ϕ
only yields a presheaf. We will give a proper definition of the image sheaf further
below when we consider the “sheafification” of presheaves. For the definition of a
surjective morphism, see Exercise 1.86 below.

77. Definition (morphism of sheaves). If F and G are (pre)sheaves on X, then
a morphism ϕ : F Ñ G of (pre)sheaves is a group morphism ϕU : FpUq Ñ GpUq
which commutes with the restriction maps of F and G, i.e. ϕV ˝ ρ

F
UV “ ρGUV ˝ ϕU .

An isomorphism is a morphism with two-sided inverse.

78. Example. Let O denote the sheaf of holomorphic functions on C with
the usual group structure by addition of functions, and O the sheaf of invertible
holomorphic functions with its multiplicative group structure. Then f P OpUq ÞÑ
ef :“ expp2πifq P O˚pUq is a sheaf morphism, for epf`gq “ ef ¨ eg.

79. Remark. Because of their local nature, sheaves and their morphisms are
actually determined by any base of topology B. More precisely,

‚ if the assignement FpUq, U P B satisfies the sheaf properties, then F can
be extended over all open sets;

‚ if ϕU : FpUq Ñ GpUq is a sheaf morphism defined for U P B, then ϕU is
uniquely defined for any open set,

see [EiHa, I-12].

80. Definition (stalk of a sheaf). If F is a presheaf on X, and x P X, we define
the stalk Fx of F at x to be the direct limit

lim
ÝÑ
UQx

FpUq “
ğ

UQx

FpUq{ „

where s P FpUq and t P FpV q are equivalent if there exists an open subset W Ă

U X V such that ρUW psq “ ρVW ptq. Put differently, an element in Fx is given by
an equivalence rU, ss where s P FpUq and where rU, ss “ rV, ts if there exists an
open set W of U X V containing x such that s|W “ t|W . In this way we may think
of the stalk as the group of germs of sections at x. If ϕ : F Ñ G is a morphism
of sheaves, then for x P X we obtain the induced group morphism ϕx : Fx Ñ Gx
defined by ϕxrU, f s “ rU,ϕU pfqs.

81. Example. The local ring Ox is just the stalk of the sheaf of regular functions.

82. Exercise. Let ϕ : F Ñ G a morphism between sheaves on X. Show that

(i) for each x P X, pkerϕqx “ kerpϕxq;
(ii) kerϕ is indeed a sheaf.

Proof. (i) We have pkerϕqx “ trU, f s | x P U, f P kerϕUu and kerpϕxq “ trU, f s |
x P U, ϕxrU, f s :“ rU,ϕU pfqs “ 0 P Gxu. The map which assigns rU, f s P pkerϕqx to
rU, f s P kerpϕxq is therefore a well-defined injection. Conversely, if rU, f s P kerpϕxq,
then there exists an open neighbourhood W of x in U such that ϕU pfq|W “

ϕW pf |W q “ 0, that is, rW, f |W s P pkerϕqx. Since rW, f |W s “ rU, f s this assigne-
ment is surjective.

(ii) Since kerϕU Ă FpUq, and F is a sheaf by assumption, the injectivity property
of sheaves holds trivially. For surjectivity, let si P kerϕUi such that si|UiXUj “
sj |UiXUj , where Ui is an open covering of some open set U . Since F is a sheaf,
there exists s P FpUq such that s|Ui “ si. Since ϕ is a morphism it commutes
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with restriction, whence ϕU psq|Ui “ ϕUips|Uiq “ 0. By the injectivity property,
ϕU psq “ 0 in GpUq, whence s P kerϕU . �

83. Proposition. Let ϕ : F Ñ G be a morphism of sheaves. Then ϕ is an
isomorphism ô ϕx is an isomorphism for every x P X.

Proof. ñ) Clear.

ð) We show that ϕU : FpUq Ñ GpUq is a (group) isomorphism for any open subset
U of X. Then ψ : G Ñ F defined by ψU “ ϕ´1

U is an inverse to ϕ.

Step 1. ϕU is injective. Let s P FpUq and assume that ϕU psq “ 0. This means that
ϕxrU, ss “ rU,ϕpsqs “ 0 for all x P U . But ϕx is injective, whence 0 “ rU, ss P Fx
for all x P U . By definition, this means that for any x P U there exists an open
neighbourhood of x such that s|U “ 0, whence s “ 0 by the injectivity property.

Step 2. ϕU is surjective. Suppose we have a section t P GpUq. For each x P U ,
surjectivity at stalk level implies that there exists sx P Fx such that ϕpsxq “ tx. Let
sx be represented by a local section spxq defined near x, say on V pxq. Restricting
V pxq if necessary we may assume that ϕpspxqq “ t|V pxq. If y P V pxq X V px̃q then
ϕpspxqq “ ϕpspx̃qq near y. By injectivity proved in the first step, spxq|V pxqXV px̃q “
spx̃q|V pxqXV px̃q. The glueing property of sheaves entails the existence of s P FpUq
such that s|V pxq “ spxq, whence ϕpsq|V pxq “ t|V pxq. The injectivity property of
sheaves finally implies ϕpsq “ t.

�

84. Remark. We say that a morphism of sheaves ϕ : F Ñ G is injective if
kerϕ “ 0. Then the previous proof shows the equivalence between

(i) ϕ is injective, i.e. kerϕ “ 0;
(ii) ϕU : FpUq Ñ GpUq is injective for all open subsets U of X.

(iii) ϕx : Fx Ñ Gx is injective for all x P X.

The case of surjectivity is more subtle (we use injectivity in Step 2, see also Ex-
ercise 1.86). This is at the origin of the cohomology of sheaves which we consider
later.

The previous proposition is false for presheaves and highlights the local nature of
sheaves in contrast to presheaves.

85. Example. For U Ă C open let OpUq resp. O˚pUq denote the sheaf of
holomorphic resp. invertible holomorphic functions on U . Further, let ZpUq “ Z
denote the constant presheaf (U is an abritrary open set, cf. Example (iii) in 1.75).
Define the presheaf FpUq :“ OpUq{ZpUq and consider the morphism ϕ : F Ñ O˚
induced by the exponential map expp2πiq. For U non simply connected ϕU is
not necessarily surjective. However, at the level of stalks, ϕx : Fx Ñ O˚x will
be an isomorphism for we can always choose a representative defined on a simply
connected open neighbourhood.

86. Exercise (Surjective sheaf morphisms). Let ϕ : F Ñ G be a morphism
of sheaves. We say that ϕ is surjective if and only if for every open set U Ă X
and t P GpUq there exists a covering tUiu of U and elements si P FpUiq such that
ϕUipsiq “ t|Ui for all i. (You might want to think of this as a “local” surjectivity.)
Show that
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(i) ϕ is surjective ô ϕx is surjective for all x P X.
(ii) ϕ is an isomorphism ô ϕ is injective and surjective.
(iii) Give an example of a surjective morphism and an open set U such that ϕU :

FpUq Ñ GpUq is not surjective.

Proof. (i) Consider the map ϕx : Fx Ñ Gx and rU, ts P Gx. Then ϕx is a surjective
group morphism ô there exists an open neighbourhood W of x in U such that
rW, t|W s “ rW,ϕW psqs for some s P FpW q.
ñ) If rU, ts P Gx is given, choose a covering of U as in the definition of surjectivity.
Let W “ Ui with x P Ui. By assumption, there exists s “ si such that rW,ϕW psqs “
rW, t|W s. Hence, ϕx is surjective.

ð) Given t P GpUq we can find for any x P U open neighbourhoods Ux of x in U ,
as well as sections sx P FpUxq such that rUx, t|Uxs “ rUx, ϕUxpsxqs.

(ii) By Proposition 1.83 it follows that ϕ is an isomorphism if and only if ϕx is an
isomorphism, i.e. injective and surjective, for all x P X. But by the Remark 1.84
and (i) this is equivalent to ϕ being injective and surjective.

(iii) As discussed in the previous example, the map exp : O Ñ O˚ for O “ the
sheaf of holomorphic functions on C, is stalkwise surjective, for exp : OpUq Ñ
O˚pUq is surjective if U is simply-connected, and every x P C admits a basis of
simply-connected neighbourhoods, i.e. any open neighbourhood of x admits an open
simply-connected subset containing x. However, exp is not surjective for general
U . �

1.3. Localisation. We now come to an important technique in commutative al-
gebra, namely localisation. Algebraically, this reduces many problems to the case
of local rings. Geometrically, it corresponds to considering functions on an open
subset or close to a given point. In a way this is an algebraic counterpart to the
topological side of regular functions via sheaves. As a motivating example we prove
that the local ring at a P X, the germ OX,a, can be realised geometrically as follows.

87. Proposition (algebraic description of OX,a). Let X be an affine variety.
Then

OX,a “ ApXqma :“ t
f

g
| f, g P ApXq and g R mau,

where ma denotes the maximal ideal of ApXq given by tg P ApXq | gpaq “ 0u.

Proof. If f{g such that gpaq ­“ 0 we can associate the germ rXzg´1p0q, f{gs P OX.a

as f{g P OXpXzg
´1p0qq. Since X is a variety, a regular function is determined by

any of its germes. Therefore, this map is injective. On the other hand, this map is
surjective by the definition of a regular function. �

The ring ApXqma is called the localisation of ApXq at ma. We now study this
concept in detail.

88. Definition (ring of fractions). Let A be a ring and S Ă A be a multiplicative
subset (recall that this means that 1 P S and a, b P S implies ab P S). On A ˆ S
we say that two elements are equivalent,

pa, sq „ pb, tq ô there exists u P S such that upat´ bsq “ 0. (2)
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The ring of fractions is

S´1A “ pAˆ Sq{ „ .

If a{s denotes the equivalence class of pa, sq, then the ring operations are given by

a

s
˘
b

t
“
pat˘ bsq

st
and

a

s
¨
b

t
“
ab

st
.

89. Example. Let A “ krx, ys{py2q together with the multiplicative set
S “ tapx̄q ` bpx̄qȳ | apx̄q ­“ 0u. We claim that S´1A “ kpx̄qrys{py2q. Indeed,
kpx̄qrys{py2q “ trpx̄q ` spx̄qȳ | r, s P kpx̄qu. Now if r{pa ` bȳq P S´1A, then
r{pa ` byq “ rpa ´ byq{a2. Since a ­“ 0 this is indeed an element in kpxqrys{py2q.
Conversely, any element in kpxqrys{py2q can be written as an element in S´1A.

90. Exercise (ring structure on localisations).

(i) The equivalence relation of Definition 1.88 is well-defined;
(ii) the operations of Definition 1.88 are well-defined and turn S´1A into a ring;
(iii) S´1A “ 0 ô 0 P S ô S contains a nilpotent element;
(iv) the natural map ϕ : A Ñ S´1A which maps a to a{1 is a ring morphism. If

ϕpaq “ 0, then as “ 0 for some s P S. Moreover, any element in S´1A is of
the form ϕpaqϕpsq´1.

Proof. (i) and (ii) are easy, if tedious, verifications, see for instance [Re, Proposition
in 6.1]. The additive neutral element is represented by 0{s for any s P S (we may
take s “ 1), and the multiplicative neutral element is 1{1.

(iii) S´1A “ 0ô 0 P S: If 1{1 “ 0{1, then there exists u P S such that up1¨1´0¨1q “
u “ 0, hence 0 P S. Conversely, if 0 P S, then a{s “ 0{1 for all a P A, s P S (take
u “ 0 in the equivalence relation (2).

0 P S ô S contains a nilpotent element: 0 P S is obviously nilpotent. Conversely,
if s P S is nilpotent, then sn “ 0 P S, for S is multiplicative.

(iv) It is clear that ϕ is a ring morphism with kerφ “ ta P A | there exists u P
S such that ua “ 0u. Finally, for s P S, ϕpsq is invertible with inverse 1{s so that
a{s “ pa{1q ¨ p1{sq “ ϕpaq ¨ ϕpsq´1. �

91. Remark.

(i) From the view point of solving equations we can divide any equation a “ b
with a, b P A by an element in s, hence a{s “ b{s. Conversely, when we lift
the identity a{s “ b{t in S´1A to A we can merely say that there exists u P S
such that upat´ bsq “ 0.

(ii) In general, ϕ : A Ñ S´1A is not injective unless S has no zerodivisors. In
this case,

S´1A “ ArS´1s “ t
a

s
| s P Su Ă QuotA

and the map ϕ : A Ñ S´1A is injective. The condition on the right hand
side of (2) is designed to define an equivalence relation even if zerodivisors are
present. Furthermore, if A is integral, then so is S´1A.

(iii) Geometrically, the idea of localising consists in identifying functions which
coincide near a point or a subvariety. We come back to this point later on.
For the moment, we motivate this idea by the following example. Consider the
variety X “ Zpxyq in A2; we want to localise around the point a “ p1, 0q. We
put S “ tf P ApXq | fpaq ­“ 0u. On X, the functions 0 and y agree near the
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point p1, 0q, and y{1 and 0{1 get indeed identified in S´1A, for xp1¨y´0¨1q “ 0
and x P S. Of course, this would be wrong without the Definition from (2).

There two popular choices for S.

92. Localising with respect to f P A. Here, we consider for f P A the
multiplicative set Sf “ t1, f, f

, . . .u. We write

Af :“ S´1
f A

for the localised ring. We claim that

Af – Arxs{pxf ´ 1q.

In particular, Af “ Arf´1s if f is not nilpotent (otherwise 0 P S). Indeed, let
α : Arxs Ñ Af the (surjective) ring morphism determined by αpaq “ a{1 for
a P A and αpxq “ 1{f . We need to show that kerα Ă pxf ´ 1q, the reverse
inclusion being obvious. Let hpxq P kerα so that hp1{fq “ 0 P Af . We first
prove that fnh P pxf ´ 1q for some n. Clearly, 0 “ fnhp1{fq P A for n ě deg f .
Hence fnhpxq “ Gpfxq where G “ Gpyq P Arys satisfies Gp1q “ 0. But then
G “ py´ 1qG1pyq which implies fnhpxq “ pfx´ 1qG1pfxq. Now 1 “ xf ´ pxf ´ 1q
so that by the binomial theorem we get

1 “ 1n “
`

xf ´ pxf ´ 1q
˘n
“ xnfn ` ppxf ´ 1q

for p P Arxs. Hence hpxq “ xnfnhpxq ` ppxf ´ 1qhpxq “
`

xnG1pfxq ` phpxq
˘

pxf ´
1q P pxf ´ 1q.

93. Example. Consider X “ Zpxyq with ApXq “ krx, ys{pxyq. Then ApXqx̄ “
krx̄, x̄´1s. This follows from the discussion above and the relation x̄ȳ “ 0 in ApXq,
so that ȳ “ 0 if x̄ is invertible. Geometrically, this corresponds to considering the
functions of Zpxyq on the complement of the closed set x “ 0 which makes the
polynomial function x invertible.

94. Proposition. Let X Ă An be an affine variety, and let f P ApXq. Recall that
Df “ tx P X | fpxq ­“ 0u. Then

OpDf q “ ApXqf .

In particular, taking f “ 1, we get OXpXq “ ApXq.

Proof. The inclusion ApXqf Ă OpDf q is clear, so let g P OpDf q Ă KpXq. We
define an ideal a “ th P ApXq | gh P ApXqu in ApXq and want to show that fr P a
for some r ě 0. Now for a P Df we have g P OX,a, so g “ h1{h2 with hi P ApXq and
h2paq ­“ 0. It follows that h2 P a, that is, there exists an element in a which does
not vanish in a. In particular, if â denotes the contraction of a with respect to the
projection Arns Ñ ApXq, then Zpâq Ă ZpF q, where F P Arns is a representative
of f P ApXq. Indeed, a P Df , i.e. fpaq ­“ 0 implies F paq ­“ 0. Since there is H P â
such that h “ H̄paq ­“ 0, Hpxq “ 0 for all H P â implies F pxq “ 0. It follows that

F P
a

pF q Ă IpZpâqq “
?
a by the Nullstellensatz. Hence, there exists r ě 0 such

that F r P â so that passing to ApXq we get fr P a. �

95. Proposition. Let X be an affine variety. Then

(i) OXpUq “
Ş

aPU OX,a;
(ii) KpXq – QuotApXq.
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Proof. (i) Indeed, by Proposition 1.94 we have ApXq “ OpXq Ă
Ş

aPX Oa “
Ş

ma
ApXqma . Now in general, if A is an integral domain, then in its quotient

field, A “
Ş

mAm, whence the assertion. (To see this, let x P
Ş

mAm. Then
x “ f{g and we need to show that g is a unit. If not, then g lies in at least one
maximal ideal m0. In particular, f{g R Am0

, contradiction. The inclusion Ą is
trivial.)

(ii) We have QuotOX,a – QuotApXqma – QuotApXq for all a P X. Since every
rational function lies in at least one OX,a, KpXq Ă

Ť

QuotOX,a “ QuotApXq. As
the quotient field of a finitely generated k-algebra, KpXq is a finite field extension
of k. �

96. Example. Consider X “ Zpx1x4´x2x3q Ă A4, and let U “ pDx2YDx4qXX.
The function x1{x2 is defined on Dx2 while the function x3{x4 is defined on Dx4 .
We have x̄1{x̄2, x̄3{x̄4 P QuotApXq – KpXq, and by definition of X, x̄1{x̄2 “ x̄3{x̄4

whenever defined. In particular, this induces a regular function on U by the sheaf
property.

The second natural choice is this.

97. Localisation of A at p. Let S “ Azp, where p Ă A is a prime ideal. Here,
the resulting ring of fractions will be written as Ap; in particular, Ap0q “ QuotA if
A is integral. Ap is called the localisation of A at p (cf. also Example 1.98).

98. Examples.

(i) The localisation of Z at p “ ppq is

Zppq “ ta{b P Q | p - bu.

(ii) The localisation of krxs at p “ px´ aq is

krxspx´aq “ tf{g P kpxq | px´ aq - gu – OA1,a,

the local ring of a P A1
k. As we have seen above, these are precisely the regular

functions defined near a P A1: The zeroes of g are isolated so if px ´ aq - g,
then gpaq ­“ 0, and this remains true sufficiently close to a.

(iii) If p P SpecArns with corresponding affine variety X “ Zppq Ă An, the locali-
sation of Arns at p consists of rational functions f{g where g ı 0 on X. Since
for generic a P X, gpaq ­“ 0, the localisation Arnsp can be interpreted as the
ring of rational functions defined locally near a generic point of X. We will
elaborate further on this idea in Section 4

(iv) If q Ă p, then q X pAzpq “ H, so that qe “ qAP is a prime ideal of Ap

by Proposition 1.104. Then Aq “ pApqqe by 1.102. To see what this means
geometrically, consider the maximal ideal m :“ px, yq in A2. Then Am consists
of all rational functions f{g with gp0, 0q ­“ 0. Now let p P SpecAm. Then Zppq
is an irreducible curve C through the origin, and since p Ă m, the localisation
of Am at pe is Ap “ tf{g | g R pu Ă kpx, yq – these are the rational functions
which are defined on sufficiently general points of C.

99. Remark. In our notation, Zp “ ta{pn | a P Z, n P Nu. Be careful to
distinguish it from the quotient ring Z{pZ which is sometimes also denoted by Zp.

100. Proposition (Ap is local). Let p be a prime ideal of A. Then a{s P Ap

is a unit of Ap ô a R p ô a P Sp. Thus the nonunits of Ap form the ideal
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m “ pe “ pS´1
p A, the extension of p with respect to ϕ : A Ñ S´1A. In particular,

pAp,mq is a local ring.

Proof. If pa{sqpb{tq “ 1 there exists u P S such that upst´ abq “ 0. Since ust P S
it follows that abu “ stu R p, hence a R p for p is an ideal. The converse is obvious
for a R p implies a P S. �

101. Universal property of the ring of fractions. If S´1A ­“ 0 then ϕpSq
consists of units, and ϕ : AÑ S´1A is the universal ring with this property. More
precisely, if ψ : A Ñ B is a ring morphism such that ψpSq consists of units then

there is a unique ring morphism ψ̂ : S´1AÑ B such that ψ “ ψ̂ ˝ ϕ.

Proof.

Step 1. Uniqueness. If ψ̂ : S´1A Ñ B satisfies the condition, then ψ̂pa{1q “

ψ̂ ˝ ϕpaq “ ψpaq. For a “ s P S it follows in particular that ψ̂p1{sq “ ψpsq´1.

Therefore, ψ̂pa{sq “ ψ̂paqψ̂p1{sq “ ψpaqψpsq´1 is uniquely determined by ψ.

Step 2. Existence. Define ψ̂pa{sq :“ ψ̂paq ¨ ψ̂psq´1. This is indeed well-defined. If
a{s “ b{t, then upat´ bsq “ 0 for u P S. Hence ψpupat´ bsq “ ψpuqψpat´ bsq “ 0.

Since ψpuq is invertible, ψpat´ bsq “ ψpaqψptq ´ ψpbqψpsq “ 0. But then ψ̂pa{sq “
ψpaqψpsq´1 “ ψpbqψptq´1 “ ψpb{tq.

�

102. Corollary (localising again). If T Ă S are two multiplicative sets, let
ϕT : A Ñ T´1A and ST “ ϕT pSq. Then S´1

T T´1A “ S´1A. In particular, the
localisation of a localisation is again a localisation.

Proof. Since T Ă S there is a well-defined morphism ψ : T´1AÑ S´1A, ψpa{tq “
a{t. Here, the fractions are taken in the respective rings, that is, ψ ˝ ϕT “ ϕS . By
the universal property of ϕST : T´1AÑ S´1

T T´1A, there is a uniquely determined

ψ̂ : S´1
T T´1A Ñ S´1A with ψ̂ ˝ ϕST “ ψ. On the other hand, the morphism

η :“ ϕST ˝ ϕT : A Ñ S´1
T T´1A gives rise to a uniquely determined morphism

η̂ : S´1AÑ S´1
T T´1A. Now ψ̂ ˝ η : AÑ S´1A satisfies

ψ̂ ˝ η “ ψ̂ ˝ ϕST ˝ ϕT “ ψ ˝ ϕT “ ϕS .

By the universal property, this implies ψ̂ ˝ η̂ “ IdS´1A. Conversely, we have

η̂ ˝ ψp
a

t
q “ η̂p

a

t
q “ η̂paq ¨ η̂ptq´1 “

a

t
“ ϕST p

a

t
q

(check that multiplication/fractions are taking place in the right rings!), whence

η̂ ˝ ψ̂ “ IdS´1
T S´1A by the universal property. �

103. Example (localising again). Let ApA2q “ krx, ys the coordinate ring
of A2 of which we think as its ring of polynomial functions. Let m “ px, yq, the
maximal ideal which corresponds to the origin. The localisation Am is the stalk
of regular functions at the origin; it has one maximal ideal, namely me. On the
other hand, every irreducible curve in A2 going through the origin with prime ideal
p gives a prime ideal pe in Am. Indeed, p Ă m so that p X Sm “ H. Hence
pAmqpe “ tf{g | g R pu Ă kpx, yq consists of functions which are well-defined in a
neighbourhood of the origin and generically defined on the curve Zppq.
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Next we investigate ideals in S´1A. Intuitively, this should be simpler than in A,
for taking fractions creates more units.

104. Proposition (Extension and contraction of ideals for ϕ : AÑ S´1A).

(i) For any ideal b of S´1A we have bce “ b.
(ii) For any ideal a of A we have

aec “ ta P A | as P a for some s P Su.

(iii) For any prime ideal p contained in AzS, pe is a prime ideal of S´1A.

Proof. (i) If b{s P b then b P bc, and so b{s P bce. The other inclusion is trivial.

(ii) If a P aec, then a{1 “ b{t P S´1A for some b P a, t P S (note that a R a!). Hence
there exists u P S such that upat´ bq “ 0, whence uta “ ub P a, and so as P a for
s “ ut P S. The other inclusion is again trivial.

(iii) Let pa{sq ¨ pb{tq P pe, that is, a ¨ b{s ¨ t “ p{q with p P p and q P S. Then there
exists u P S such that upabq ´ pstq “ 0. Hence abpuqq “ stup P p so that ab P p,
for uq P S which has empty intersection with p by assumption. Since p is prime,
we have either a P p, and then a{s P pe, or b P p which implies b{t P pe. �

105. Example. For instance, consider the inclusion ϕ : Z ãÑ Q “ pZzt0uq´1Z.
The only ideals in Q are p0q and Q. Obviously, Qce “ Q and p0qce “ p0q. On the
other hand, if a “ pmq is a nontrivial ideal in Z, then aec “ Z and p0qec as asserted
in (ii). Finally, if p “ ppq is prime such that p X Zzt0u “ H, then p “ 0 so that
pe “ p0q is indeed prime in Q.

106. Corollary.

(i) For an ideal a in A we have aec “ a ô

as P añ a P a for all s P S. p˚q

(ii) Contraction and extension define a 1´ 1-correpondence

tideals of A satsifying p˚qu Ø tideals in S´1Au.

(iii) aec “ Aô ae “ S´1Aô aX S ­“ H.
(iv) If A is Noetherian, then so is S´1A. In particular, any localisation Ap of a

Noetherian ring A is again Noetherian.
(v) The map ϕa : SpecS´1A ãÑ SpecA coming from the natural map ϕ : A Ñ

S´1A identifies SpecS´1A with tp P SpecA | pX S “ Hu.

Proof. This follows directly from the previous proposition. For instance (iv): Take
an ideal b Ă S´1A. Then bc Ă A is finitely generated by ta1, . . . , aru say. It follows
that tϕpa1q, . . . , ϕparqu generates the extension bce in S´1A. Since the latter ideal
is b, any ideal in S´1A is finitely generated. �

107. Exercise (Spectrum of Ap). Show that SpecAp is homeomorphic to Up “

tq P SpecA | q Ă pu. Give a geometric interpretation for A “ Arns.

Proof. By Corollary 1.106, Up is the image of the associated map ϕa : SpecAp ãÑ

SpecA so that SpecAp – Up as a set. Now Up has the subspace topology, that is,
F Ă Up is closed ô F “ Up X V paq for some ideal a Ă A. We know already by
Exercise 0.39 that ϕa : SpecAp Ñ SpecA is continuous. Further, ϕa has an inverse
ψ : Up Ñ SpecAp given by ψpqq “ qe “ qAp. Then ψ´1pZpaq X Upq “ ZpaApq
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which is closed. Hence ψ is also continuous so that φ defines a homeomorphism
onto its image Up.

If A “ Arns, then SpecA is the set of irreducible subvarieties of An. Hence SpecAp

is the set of irreducible subvarieties which contain Zppq. For instance, if p “ m “
px1 ´ a1, . . . , xn ´ anq, then SpecAm is the set of all irreducible subvarieties of An
passing through pa1, . . . , anq. �

Modules of fractions. Localisation can be generalised to modules.

108. Definition (modules of fractions and localisation). Let M be an
A-module and S Ă A a multiplicative subset. Then S´1M is the S´1A-module
defined as follows. Let

pm, sq „ pn, tq ô there exists u P S such that uptm´ snq “ 0.

Then we call

S´1M “ pM ˆ Sq{ „

the module of fractions. The operations

pa{sqpm{tq “ am{st, m{s` n{t “ pmt` nsq{st

turn S´1M into an S´1A-module. The localisation of M at p P SpecA is Mp :“

pAzpq´1M . We also let Mf “ S´1
f M where S “ t1, f, f2, . . .u. Finally, if ϕ : M Ñ

N is an A-morphism, we define an S´1A-morphism by

S´1ϕ : S´1M Ñ S´1N, S´1ϕpm{sq “ ϕpmq{s.

This turns S´1 into a covariant functor.

In fact, the functor S´1 is exact:

109. Proposition (Exactness of S´1). If L
α
Ñ M

β
Ñ N is an exact sequence,

then so is S´1L
S´1α
Ñ S´1M

S´1β
Ñ S´1N . In particular, localisation of modules is

an exact functor.

Proof. Let m{s P S´1M . Then

S´1βpm{sq “ βpmq{s “ 0 ô there exists u P S such that uβpmq “ βpumq “ 0.

However, kerβ “ imα by exactness of the original sequence, hence S´1βpm{sq “ 0
if and only there exists u P S and l P L such that um “ αplq. Dividing by us yields
m{s “ S´1αpl{usq. �

In particular, considering the exact sequences 0 Ñ L Ñ M Ñ M{L Ñ 0 and
0 Ñ L X L1 Ñ L Ñ M{L1 for submodules L, L1 Ă M immediately implies (i) and
(ii) of the

110. Proposition. If L, L1 ĂM are submodules, then

(i) S´1L Ă S´1M and S´1pM{Lq – S´1M{S´1L.
(ii) S´1pLX L1q “ S´1LX S´1L1 Ă S´1M.
(iii) S´1pL` L1q “ S´1L` S´1L1.
(iv) Let T be the image of S in A{a. Then T´1pA{aq – pS´1Aq{ae. In particular,

Ap{p
e – ppAzpq{p

˘´1
A{p “ Quot pA{pq. In other words, the residue field of

the local ring Ap equals the quotient field of A{p.
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Proof. (iii) Follows directly from the definition of `.

(iv) Viewing A and a as A-modules, the ring of fractions T´1pA{aq is isomorphic
with S´1pA{aq as modules, hence with S´1A{S´1a by (i). This is in fact a ring
morphism. Further, S´1a “ aS´1A “ ae. Note also that pAzpq{p is just pA{pqzt0̄u.

�

111. Proposition. Let M be an A-module ñ

S´1M – S´1AbAM

as S´1A-modules. In fact, there is a uniqe isomorphism ϕ : S´1AbAM Ñ S´1M
for which ϕpa{sbmq “ am{s for all a P A, s P S and m PM .

Proof. We define a map S´1AˆM Ñ S´1M by sending pa{s,mq Ñ am{s. Clearly,
this is bilinear and induces a uniquely determined surjective map ϕ as stated. It
remains to show injectivity. So let ϕp

ř

ai{si bmiq “
ř

aimi{si “ 0. By passing
to a common denominator s we may write

ř

ai{si bmi “ 1{sb
ř

bimi “ 1{sbm
with s P S and m P M . Hence we only need to show that if m{s “ 0, then
1{s b m “ 0. But m{s “ 0 ô there exists u P S such that um “ 0, hence
1{sbm “ u{usbm “ 1{usb um “ 0. �

112. Corollary. If M and N are A-modules, there exists a unique S´1A-module
morphism f : S´1M bS´1A S

´1N Ñ S´1pM bA Nq such that fpm{s b n{tq “
pmb nq{st. In particular, we have

Mp bAp
Np – pM bA Nqp

as Ap-modules.

Proof. This follows directly from the previous proposition and the standard tensor
product isomorphisms. �

Local properties. A property P of an A-module M is called local if

M has P ô Mp has P for all prime ideals p in A.

Here, we will consider two examples.

113. Proposition (triviality is local). Let M be an A-module. Are equivalent:

(i) M “ 0;
(ii) Mp “ 0 for all prime ideals p in A;
(iii) Mm “ 0 for all maximal ideals m in A;

In particular, triviality of an A-module is a local property.

Proof. We only need to prove (iii)ñ(i). Assume M ­“ 0 and let 0 ­“ x P M ,
a “ annpxq “ ta P A | ax “ 0u. Then a is an ideal strictly contained in A
(otherwise 1 ¨ x “ x “ 0), and therefore contained in some maximal ideal m.
However, x{1 P Mm “ 0 by assumption, that is, there exists u P Azm such that
ux “ 0. But this implies u P annpxq Ă m, a contradiction. �
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114. Proposition (injectivity and surjectivity are local). Let φ : M Ñ N
be a morphism. Are equivalent:

(i) φ is injective;
(ii) φp : Mp Ñ Np is injective for all prime ideals p in A;
(iii) φm : Mm Ñ Nm is injective for all prime ideals m in A;

The same holds true for “surjective” instead of “injective”. Hence injectivity (sur-
jectivity) of a linear map is a local property.

Proof. (i)ñ(ii) 0 Ñ M Ñ N is exact, hence 0 Ñ Mp Ñ Np is exact, i.e. φp is
injective.

(ii)ñ(iii) Obvious.

(iii)ñ(i) Let L “ kerφ so that 0 Ñ L Ñ M
φ
Ñ N is exact, whence 0 Ñ Lm Ñ

Mm
φm
Ñ Nm is exact. But φm is injective, hence Lm “ 0 for all m. Consequently,

L “ 0 from the previous proposition, and φ is injective. �

Flatness is also a local property (cf. the notion of flatness in differential geometry!).

115. Exercise (flatness is local). Let M be an A-module. Are equivalent:

(i) M is a flat A-module;
(ii) Mp is a flat Ap-module for all prime ideals p in A;
(iii) Mm is a flat Am-module for all maximal ideals m in A;

In particular, flatness of an A-module is a local property.

Proof. (i)ñ(ii): If M is a flat A-module and A Ñ B a ring morphism turning
B into an A-module, then MB “ M bA B is a flat B-module, see Exercise 0.82.
Taking B “ Ap, we have M bA Ap –Mp by Proposition 1.111, whence Mp is flat.

(ii)ñ(iii): Trivial.

(iii)ñ(i): Let ϕ : N Ñ N 1 be an injective A-linear map. We have to show that
TM pϕq : TMN Ñ TMN

1 is injective, cf. Proposition 0.74. Since injectivity is a
local property, ϕm : Nm Ñ N 1m is injective. By assumption, Mm is flat, hence
TMm

ϕm : NmbAm
Mm Ñ N 1mbAm

Mm is injective. But pNmbAm
Mmq – pNbAMqm

by Corollary 1.112. Consequently, for every maximal ideal m of A the localisation
of TMϕ : N bAM Ñ N 1 bAM is injective, hence TMϕ is itself injective. �

116. Exercise (Noetherness is not local). Give an example of a ring A which
is not Noetherian, though all localisations Ap at a prime ideal are Noetherian.

Proof. Consider the finite field Z2 :“ Z{2Z and the infinite direct product A “
ś8

i“1 Z2. A is not Noetherian for we have an ascending chain of ideals 0 Ă Z2ˆ0 Ă
Z2 ˆ Z2 ˆ 0 Ă .... Next let p Ă A be any prime ideal. Then Ap is a local integral
domain which is in fact a field. Indeed, if 0 ­“ x P Ap, then xpx´ 1q “ x2 ´ x “ 0
for every element in A is idempotent. Hence x ´ 1 “ 0 and thus x is a unit. It
follows that Ap is Noetherian. �

117. Remark. Though Noetherness is not a local property, we still have the
following result: If A is a ring such that

(i) Am is Noetherian for each maximal ideal m of A;
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(ii) for each 0 ­“ x P A, the set of maximal ideals which contain x is finite.

Then A is Noetherian (cf. [AtMa, Exercise 7.9]. Indeed, let a be an ideal of A and
let m1, . . . ,mr be the set of maximal ideals which contain a. Let x be a nonzero
element of a and let m1, . . . ,mr, . . . ,mr`s be the maximal ideals which contain x,
where mr`i are maximal ideals which do no contain all of a so that we can find
elements xi P a with xi R mi`r, i “ 1, . . . , s. Since each Ami is Noetherian, the
extensions Amia are finitely generated. We let xi, x2, . . . , xn be the elements which
generate Amia and let a0 “ px0, . . . , xtq. It follows that a0 and a have the same
extension in Am for any maximal ideal m (they do for the ideals m1, . . . ,mr`s,
and they are equal the whole ring Am for any other maximal ideal). If follows
from Proposition 1.113 that a “ a0, that is, a is finitely generated. Hence A is
Noetherian.

1.4. Primary decomposition. We have now introduced the basic players of com-
mutative algebra. Next we want to discuss further aspects in connection with ge-
ometry in the spirit of the first section. The first topic we address is the so-called
primary decomposition which generalises the decomposition into primes in a UFD.
Polynomial rings such as krx1, . . . , xns are UFD (Gauß theorem), but already sim-
ple rings such as Zr

?
5s are not UFD. Indeed, 2 ¨ 3 “ 6 “ p1`

?
5qp1´

?
5q so that

there is no unique decomposition. However, there is a generalised version involving
ideals rather than elements of the ring, and which holds for a large class of rings.
A we will see that corresponds to decomposing an affine variety into irreducible
components together with further geometric information such as multiplicities or
tangency conditions (i.e. conditions on the formal derivatives of the defining poly-
nomials).

We first need some definitions. A prime ideal can be thought of as a generalisation
of a prime number p (think of Z for instance). A primary ideal is the analogue of
the power pn.

118. Definition (primary ideal). An ideal q is primary if x ¨ y ñ x P q or
yn P q for some n ą 0, that is, either x P q or y P

?
q.

119. Remark. In terms of quotient rings this can be expressed as follows. q is
primary ô if every zero-divisor in A{q is nilpotent.

120. Examples.

(i) Any prime ideal is primary.
(ii) If a is primary and b Ă a is a further ideal, then a{b is primary in A{b as

follows from the isomorphism pA{bq{pa{bq – A{a.
(iii) The contraction of a primary ideal is primary, for if f : A Ñ B is a ring

morphism and q Ă B is primary, then A{qc can be identified with a subring
of B{q, hence any zero-divisor is nilpotent.

121. Proposition and Definition (p-primary) [AtMa, 4.1 and 4.2].

(i) Let q be primary. Then p “
?
q is the smallest prime ideal containing q. We

say that q is p-primary.
(ii) (Partial converse) If

?
q “ m is maximal, then q is (m-)primary. In particular,

all the powers of a maximal ideal m are m-primary.
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Proof. (i) If q Ă p Ă q with p prime then
?
q “ p so that it is enough to show that

?
q is prime. Let ab P

?
q so that pabqm P q for some m ą 0. Hence either xm P q

or ymn P q for some n ą 0. It follows that either x P
?
q or y P

?
q so that

?
q is

prime.

(ii) Let
?
a “ m. The image of

?
a in A{a is the nilradical of A{a which by

assumption is the image of m and therefore maximal. Since the nilradical is the
intersection of all prime ideals of A{a there is only prime ideal in A{a, namely the
image of m. In particular, A{a is local, and an element is either nilpotent or a unit.
It follows that every zerodivisor in A{a is nilpotent so that a is primary. �

122. Examples.

(i) The primary ideals in Z are p0q and ppnq where p P Z is prime. It is clear that
they are primary. Further,

?
a “ ppq prime implies a “ ppnq for some n P N.

More generally, this is true in any principal ideal ring using also the fact that
it is UFD.

(ii) Let A “ krx, ys, q “ px, y2q. Then A{q – krys{py2q, hence the zerodivisors
such as the equivalence class of y, are nilpotent. In particular, it follows that
a primary ideal is not necessarily a prime power pn.

(iii) Conversely, a prime power is not necessarily primary, although its radical is
prime 1..23 (xiv). For instance, let A “ krx, y, zs{pxy ´ z2q and let x̄, ȳ and
z̄ denote the images of x, y and z of krx, y, zs in A. Then p “ px̄, z̄q is prime
for A{p – krys which is integral. Further, x̄ȳ “ z̄2 P p2, but x̄ R p2. Also,

ȳ R p “
a

p2 so that yn R p2 for any n P N. Hence p2 is not primary.
(iv) If qi is a finite number of p-primary ideals, then so is the intersection q “

Ş

qi.
Indeed,

?
q “

a

Ş

i qi “
Ş?

qi “ p.
(v) If q is p-primary with p “ pf1, . . . , fnq finitely generated, then pm Ă q Ă p

for some m P N . Indeed, fnii P q for suitable ni P N since p “
?
q. Let

m ą 2 maxni, then every monomial of degree m in f1, . . . , fk is a multiple of
fnii for some i, hence in Q. (Our choice of m is of course not optimal.) This
condition is not sufficient. Consider the ideal a “ px2, xyq Ă krx, ys. Then
?
a “ pxq. (A geometric way of seeing this is to apply the Nullstellensatz:

?
a “ I ˝ Zpaq “ IpZpx2q X Zpxyqq “ I ˝ Zpxq.) In particular, px2q Ă a Ă

?
a “ pxq. However, a is not primary, for the zero divisor ȳ is not nilpotent.

However, if p is maximal, then pn Ă q Ă p is sufficient, for taking radicals
gives

?
pm Ă

?
q Ă

?
m “ m, whence equality by the previous proposition.

123. Lemma. Let q be p-primary, and x P A. Then

(i) if x R q, q : x is p-primary;
(ii) if x R p, q : x “ q.

Proof. (i) q : x is primary: Let yz P q : x with y R
a

pq : xq. Then xyz P q, hence
xz P q, and finally z P q : x. Next we compute the radical: If y P q : x, then
yx P q Ă

?
q “ p, hence (as x R q) we have y P p. Therefore q Ă q : x Ă p; taking

radicals we obtain p Ă
a

pq : xq Ă p.

(ii) follows directly from the definition. �

124. Definition (primary decomposition). Let A be a ring, and a Ă A be an
ideal. An ideal a is decomposable if it admits a primary decomposition, i.e.
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an expression

a “ q1 X . . .X qk

with each qi primary. This decomposition is called minimal if no term is redun-
dant (i.e. a Ĺ

Ş

i ­“j qi) and if i ­“ j ñ
?
qi ­“

?
qj . Note that by ignoring the

redundant terms and replacing two p-primary ideals by their intersection we may
always assume that the primary decomposition of a decomposable ideal is minimal.

125. Geometric examples.

(i) Assume that a Ă Arns is radical, i.e. a “
?
a. Then by Hilbert’s Nullstellen-

satz, Corollary 1.36 (decomposition into irreducibles), and Remark 1.18

a “ IpZpaqq “ Ip
k
ď

i“1

Zppiqq “
k
č

i“1

IpZppiq “
k
č

i“1

pi

the primary decomposition is just the decomposition into irreducible subvari-
eties.

(ii) To get a feeling for the general case, consider an ideal a which is primary
to the maximal ideal m “ px, yq in krx, ys. In particular, Zpaq “ Zp

?
aq “

Zpmq “ p0, 0q P k2. What kind of geometric object X is encapsulated in a?
The idea is that X should contain Zpmq and characterise the coordinate ring
kr2s{a. If, for instance, a “ px2, yq, then the residue class of a polynomial
f “

ř

aijx
iyj P krx, ys is ra00 ` a10xs. Hence, if we “restrict” f to X we see

a00 “ fp0, 0q and a10 “ Bxfp0, 0q the first derivative. So we think of X as the
point p0, 0q plus the horizontal tangent vector at the origin which encodes an
infinitesimal first order neighbourhood of the origin in the x-direction. If we
add an actual neighbourhood of the origin in the x-direction, for instance by
adding the horizontal line y “ 0, that is, we consider a X pyq the first-order
information becomes redundant which is reflected in the idnetity aXpyq “ pyq.
Similarly, if we let a “ px2, xy, y2q, then we get in addition a01 “ Byfp0, 0q,
that is, X is the origin plus its whole first-order neighbourhood. If we replace
m by mn`1 we see the origin plus the derivative up to order n, that is, X is
the origin plus the whole infinitesimal nth-order neighbourhood. On the other
hand, if we take p “ pxq Ă krx, ys which describes the y-axis tx “ 0u, then
a “ px2q describes the first-order neighbourhood in the x-direction of the y-
axis, that is, we get the first-order neighbourhood of the y-axis, see Figure 1.8
(a)-(c).

More complicated ideals can be treated similarly. For instance, let a “
pxq ¨ m “ px2, xyq. Every f P a gives a polynomial function that vanishes
along tx “ 0u and has multiplicity (i.e. order of vanishing) ě 2 at the origin.
Conversely, any polynomial with these properties must be of the form xg
where g P m. Hence we have a primary decomposition a “ pxqX px, yq2 whose
components belong to the ideals pxq and m, and the resulting geometric object
is the vertical line plus the thickened origin which indicates its first-order
neighbourhood, see Figure 1.8 (d). Note that we could decompose a equally
well as pxq X px2, yq. This corresponds to the fact that the only information
about a function which is avalaible on the first-order neighbourhood of the
origin, but not on the vertical line, is the first-order information in the x-
direction.

We first address uniqueness of the decomposition which holds for a general ring.



74 UNIVERSITÄT STUTTGART

Figure 8. The varieties X (a)-(d)

126. Theorem (first uniqueness theorem) [AtMa, 4.5]. Let a be a decompos-
able ideal with a “

Ş

qi a minimal primary decomposition into pi-primaries. Then

the pi which occur are precisely the prime ideals in the set t
a

pa : xq | x P Au. In
particular, they are independent of the underlying minimal primary decomposition.

Proof. For any x P A we have a : x “
Ş

qi : x “
Ş

pqi : xq, hence
a

pa : xq “
Ş

pi
by Lemma 1.123. If

a

pa : xq is prime, then by 0.24,
a

pa : xq “ pi for some i., so
every prime ideal associated with the primary decomposition of a is of this form.
Conversely, by minimality there exists for each i an element xi R qi and such that
xi ­

Ş

j ­“i qj (i.e.
Ş

j ­“i qj Ć qi. But then
a

pa : xiq “ pi. �

127. Remark. Viewing A{a as an A-module, the theorem is equivalent to saying
that the pi are precisely the prime ideals which occur as radicals of annihilators of
elements of A{a.

The prime ideals pi are said to be associated with a. In particular, a is primaryô
a has only one associated prime ideal. The minimal elements of the set tp1, . . . , pnu
are called the isolated primes while the remaining ones are called embedded.

128. Example. If a Ă Arns, then the minimal primes correspond to the irre-
ducible components of Zpaq. The embedded primes are subvarities of these com-
ponents. For instance, in the decomposition px2, xyq “ pxq X px, yq2, p “ pxq is
minimal, while m “ px, yq is embedded.

129. Proposition (isolated primes of a decomposable a). Let a be decom-
posable. Then any prime p Ą a contains a minimal prime belonging to a. Hence,
the isolated prime ideals of a are precisely the minimal elements of the set of all
primes containing a.

Proof. If p Ą a “
Ş

qi, then p “
?
p Ą

Ş?
qi “

Ş

pi. Therefore p Ą pi for some i
by Proposition 0.24. Now either pi is minimal or contains a minimal prime. �

Note that it is not true that the primary components are independent of the de-
composition as we have seen above in Example 1.125. Still, we have some kind of
uniqueness, namely the decomposition into irreducible components.
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130. Theorem (second uniqueness theorem). Let a be a decomposable ideal
with minimal primary decomposition

Şn
i“1 qi and let tpi1 , . . . , pimu be a set of iso-

lated primes. Then qi1X. . .Xqim is independent of the decomposition. In particular,
the primary ideals corresponding to isolated primes are uniquely determined by a.

131. Proposition (union of the associated ideals). Let a be decomposable,
and let a “

Ş

qi be a minimal primary decomposition with
?
qi “ pi. Then

ď

pi “ tx P A | a : x ­“ au.

In particular, if the zero ideal is decomposable, the sets D of zerodivisors is the
union of all prime ideals belonging to p0q.

Proof. If a is decomposable, then 0 “
Ş

q̄i, where q̄i are the (primary) images of
qi in A{a. Hence we only need to prove the last statement. By Proposition 0.19 we

have D “
Ť

x ­“0

a

p0 : xq; on the other hand, from the proof of the First Uniqueness

Theorem 1.126 we have
a

p0 : xq “
Ş

xRqi
pi Ă pi for some i, hence D Ă

Ť

pi. But

each pi is of the form
a

p0 : xq for some x P A, hence
Ť

pi Ă D. �

132. Remark. If p0q is decomposable, the set of nilpotent elements is the
intersection of all minimal primes belonging to p0q.

We now turn to the existence of primary decompositions in Noetherian rings which
was the initial motivation for their study.

133. Theorem (existence of primary decompositions in Noetherian rings).
In a Noetherian ring A, every ideal a has a primary decomposition.

Proof. Say that an ideal a is irreducible if

a “ bX cñ a “ b or a “ c.

For example, any prime ideal is indecomposable by 0.24. The result follows from
the next two statements.

Step 1. In a Noetherian ring A every ideal is a finite intersection of irreducible
ideals. Suppose not. Then the set of ideals Σ Ă A for which the assertion is false is
not empty. In particular, there exists a maximal element a with respect to inclusion.
By definition, we can write this ideal a “ bX c for two ideals strictly containing a.
These are therefore irreducible so that a R Σ, a contradiction.

Step 2. In a Noetherian ring every irreducible ideal is primary. Let a be irre-
ducible. By passing to the quotient ring we only need to show that p0̄q is primary in
A{a. So let xy “ 0 in A{a with y ­“ 0. The chain of ideals ann pxq Ă ann px2q Ă . . .
becomes eventually stationary at some n, i.e. ann pxnq “ ann pxn`1q “ . . .. Then
pxnq X pyq “ p0q. For if a P pyq, then ax “ 0, and if a P pxnq, then a “ bxn, hence
bxn`1 “ 0. Thus b P ann pxn`1q “ ann pxnq and therefore bxn “ 0, that is, a “ 0.
Since p0q is irreducible by assumption and pyq ­“ p0q we must have pxnq “ p0q, i.e.

x P
a

p0q.

�

Using primary decompositions we can prove some further results for Noetherian
rings.
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134. Exercise (the nilradical of a Noetherian ring. In a Noetherian ring
every ideal a contains a power of its radical. In particular, a “ p0q shows that the
nilradical is nilpotent.

135. Exercise (m-primary ideals in Noetherian rings) [AtMa, 7.16]. Let A
be a Noetherian ring, m a maximal ideal, and q any ideal of A. Then the following
are equivalent:

(i) q is m-primary;
(ii)

?
q “ m;

(iii) mn Ă q Ă m for some n ą 0.

136. Proposition [AtMa, 7.17]. Let a be a proper subideal of A. Then the prime
ideals associated with a are precisely the prime ideals which occur in the set of ideals
a : x, x P A.

Proof. By passing to A{a we may assume that a “ 0. Let
Şn
i“1 qi “ 0 be a

minimal primary decomposition of the zero ideal into pi-primary ideals qi. Let
ai “

Ş

j ­“i qj ­“ 0. From the proof of Theorem 1.126 we have
a

ann pxq “ pi for

any 0 ­“ x P ai. In particular, ann pxq Ă pi. Since qi is pi-primary, therer exists an
integer m with pmi Ă qi by Exercise 1.134. It follows that aip

m
i Ă aiXpmi Ă aiXqi “

0. Let m ě 1 be the smallest integer with aip
m
i “ 0, and let 0 ­“ x P aip

m´1
i . Then

pix “ 0 so that pi Ă ann pxq, whence ann pxq “ pi.

Conversely, if ann pxq is a prime ideal p, then
a

ann pxq “ p, whence p is a prime
ideal belonging to 0 by Theorem 1.126. �

1.5. Regular and rational maps. We now come to the definition of maps between
varieties – the morphisms of our category.

Regular maps. The first notion of morphism is this.

137. Definition (morphism between varieties). A morphism or regular
map ϕ : X Ñ Y between varieties X and Y is a continuous map such that for
every open set V Ă Y , and every regular function f : V Ñ k P OY pV q, the function

ϕ7pfq :“ f ˝ ϕ : ϕ´1pV q Ñ k

is regular, i.e. in OXpϕ
´1pV qq. Put differently, ϕ : X Ñ Y is a morphism of

varieties ô ϕ7 : OY pV q Ñ OXpϕ
´1pV qq is a k-algebra morphism (and in particular

a morphism of sheaves of k-algebras). It is easy to see that the composition of two
morphisms f : X Ñ Y and g : Y Ñ Z is again a morphism g ˝ f : X Ñ Z so
that we get the category VAR (or VARk if we want to emphasise the field), the
category of varieties (over k).

138. Remark.

(i) Regularity is a local property, i.e. ϕ : X Ñ Y is regular if and only if ϕ|U is
regular for any open set. In particular, it is enough to verify regularity for an
open cover

Ť

i Ui of X.
(ii) An isomorphism ϕ : X Ñ Y is a morphism such that there exists a morphism

ψ : Y Ñ X with ϕ ˝ψ “ IdY and ψ ˝ϕ “ IdX . If such an isomorphism exists,
then we say that X and Y are isomorphic. In particular, any isomorphism
is a homeomorphism (i.e. bijective and bicontinuous). Note in passing that
there are homeomorphisms which are not isomorphisms between varieties,
see Examples 1.140 and 1.143. This allows us to consider abstract varieties
obtained by glueing together affine varieties. These abstract varieties are the
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algebraic counterpart to smooth or complex manifolds. We pursue this aspect
further in Section 4 when we will glue affine schemes.

The following lemma is useful to get explicit examples of regular maps.

139. Lemma (morphisms and coordinate functions). Let X be any variety,
Y Ă An an affine variety, and chose coordinate functions x1, . . . , xn on An which
generate Arns. A map of sets ψ : X Ñ Y is morphism ô ψ7xi “ xi ˝ψ is a regular
function on X for each i.

Proof. If ψ is a morphism, then xi ˝ ψ is a regular function by definition, so only
the converse needs proof. Suppose that xi ˝ ψ is regular. Then for any polyno-
mial f P Arns – krx1, . . . , xns, f ˝ ψ is also a regular function. Since the closed
sets of Y are defined by polynomials fj , their preimages under ψ are given by
ψ7fjpxiq “ fpψ7xiq “ 0. By assumption, these functions are regular and in partic-
ular continuous. Hence the preimage is also closed and ψ is therefore continuous.
Finally, since regular functions are locally quotients of polynomials, ψ7g “ g ˝ ψ is
regular for any regular function g P OY pUq. Hence ψ is a morphism. �

140. Example (the cuspidal curve). Consider the map ϕ : A1 Ñ A2, ϕptq “
pt2, t3q onto the cuspidal curve Y “ Zpx3 ´ y2q Ă A2. By Lemma 1.139, ϕ is
regular. We can check this directly, since ϕ7fptq “ fpt2, t3q is a polynomial if f is a
polynomial. More precisely, let f P OY pV q. Locally, fpx̄, ȳq “ gpx̄, ȳq{hpx̄, ȳq for g,
h P Ar2s, where x̄ and ȳ are the “coordinate functions” in ApY q “ krx, ys{py2´x3q.
Therefore, ϕ7fptq “ gpt2, t3q{hpt2, t3q for t P U open with ϕpUq Ă V . Further, ϕ is
bijective and bicontinuous. Indeed, its inverse is given by ψ : Y Ñ A1, ψpx, yq “ y{x
if x ­“ 0, and ψp0, 0q “ 0. Since ϕ takes finite sets of A1 (these are the closed sets
of A1 modulo A1 and H) to finite sets of Y , whence ψ is continuous. However, we
will see in Example 1.143 that its inverse cannot be regular, so that A1 and Y are
homeomorphic, but not isomorphic as varieties.

Figure 9. The curve y2 “ x3

The next proposition characterises morphisms of affine varieties.
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141. Proposition. Let X be any variety and Y Ă Am be an affine variety. Then
there is a natural bijective mapping of sets

MorpX,Y q – MorpApY q,OpXqq,

where the right hand side means morphism of k-algebras. In particular, if X Ă An
is also affine, then OpXq – ApXq and any k-algebra homomorphism Φ : ApY q Ñ
ApXq is of the form ϕ˚ “ Φ for a uniquely determined regular map ϕ : X Ñ Y .
Hence in this case, the bijection is provided by

Proof. Given a morphism ϕ : X Ñ Y we get by definition a map ϕ7 : OpY q Ñ
OpXq. Since Y is affine, OpY q – ApY q by Proposition 1.94 we get the desired
k-algebra morphism ApY q Ñ OpXq.
Conversely, let Φ : ApY q Ñ OpXq be a k-algebra morphism. Choose coordinate
functions y1, . . . , ym on Am so that ApY q “ kry1, . . . , yms{IpY q. We define ϕi “
Φpȳiq P ApXq and ϕ : X Ñ Am by ϕpaq “ pϕ1paq, . . . , ϕmpaqq. This is a regular
map by Lemma 1.139. We show that its image is contained in Y . Indeed, let
g P IpY q, that is, gpȳ1, . . . , ȳmq “ 0 in ApY q. Here, we look at g as a relation
between the coordinate functions ȳi of Y . Since Φ is a k-algebra morphism, we
have

Φpgpȳ1, . . . , ȳmqq “ gpΦpȳ1q, . . . ,Φpȳmqq “ gpϕ1, . . . , ϕmq “ 0,

hence gpϕ1paq, . . . , ϕmpaqq “ 0 for all a P X, i.e. ϕpXq Ă Y . In order to show
that ϕ7 “ Φ it is enough to see that they agree on the generators ȳi of ApY q. But
ϕ7pȳiq “ ϕi “ Φpȳiq. Moreover, ϕ is uniquely determined by this condition. �

In terms of category theory, the previous proposition just says that in the case
of affine varieties X and Y , the assignement X ÞÑ ApXq is full and faithful (cf.
Definition A.9), whence the

142. Corollary. Two affine varieties X and Y are isomorphic if and only if ApXq
and ApY q are isomorphic as k-algebras. Put differently, X and Y are isomorphic
if and only if X and Y carry the “same” global functions. In particular, this
establishes an equivalence between the category of affine varieties and the category
of finitely generated k-algebras which are integral domains.

143. Example (the cuspidal curve again). Consider again Example 1.140
where ϕ : X “ A1 Ñ Y Ă A2, ϕptq “ pt2, t3q. Then ApA1q “ Ar1s “ krts, while
ApY q “ krx, ys{px2´y3q. Then ϕ7px̄q “ t2 and ϕ7pȳq “ t3 so that the image of ϕ7 is
the k-subalgebra of krts generated by t2 and t3 which is proper (it does not contain
t for instance). Intuitively, the reason is that X “ A1 has a polynomial function
with non-zero derivative, while Y has a “singularity” at p0, 0q (see Figure 1.9) which
squahes up the derivative of any polynomial function at 0. In this sense, Y has
fewer regular functions than X. We will discuss the issues further in Chapter 3.

144. Proposition. Let f P Arns. Then the basic open set Df “ AnzZpfq is
isomorphic to the hypersurface H Ă An`1 given by xn`1f “ 1 (see Figure 1.10 and
cf. also 1.92).

Proof. If a “ pa1, . . . , an`1q P H, then fpa1, . . . , anq ­“ 0 and an`1 “ 1{fpa1, . . . , anq.
Let ϕ : H Ñ Df be defined by ϕpaq “ pa1, . . . , anq. As a set-theoretic map, this
has an inverse ψ : Df Ñ H defined by ψpa1, . . . , anq “ pa1, . . . , an, 1{fpa1, . . . , anqq.
By Lemma 1.139, ϕ and ψ are morphisms. �
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Figure 10. The coordinate ring of Df , f “ x2 ´ 1

145. Remark. By Proposition 1.141 we see that

ApHq “ OpDf q – krx1, . . . , xnsf “ tg{f
n | g P krx1, . . . , xns, n P Nu.

146. Exercise (Quasi-affine varieties which are not affine). Show that the
quasi-affine variety X “ A2ztp0, 0qu is not affine.

Hint: Consider the inclusion i : X ãÑ A2 and use Proposition 1.141.

Proof. The k-algebra morphism i7 : Ar2s “ krx, ys Ñ OpXq induced by the inclu-
sion is just restriction of polynomial functions. Since by Corollary 1.67, polynomial
functions are determined by their restriction to any open set, and thus in particular
to X Ă A2, i7 is injective, and we can regard krx, ys as a subring of OpXq. Now
take a P X Ă A2. By Exercise 1.70, OX,a “ OA2,a “ krx, ysma Ă kpx, yq, where ma
is the maximal ideal corresponding to a P X. It follows that OpXq Ă

Ş

aPX OX,a Ă

kpx, yq. If f{g P OpXq with f , g P krx, ys, then for any a P X, gpaq ­“ 0 for
f{g P krx, ysma “ th1{h2 | hi P krx, ys, h2paq ­“ 0u. Hence Zpgq Ă A2 is either
empty (in which case g is a unit) or contains only the origin p0, 0q. But then the
ideal pgq must be maximal in krx, ys which is absurd. Hence g is a unit so that
f{g P krx, ys. Hence i7 provides an isomorphism krx, ys – OpXq, which implies
that i is a biregular map by Proposition 1.141. This is absurd, for i is not even
surjective. �

Next we dicuss regular maps for (quasi-)projective varieties. First we note that the
standard cover Ui “ Zppxiq of Pn is not only open, but also affine.

147. Lemma (the open cover of Pn by affine varieties). Let Ui Ă Pn be the
open subset defined by the equation xi ­“ 0. Then the mapping ϕi : Ui Ñ An is an
isomorphism of varieties (cf. Exercise 1.49).

Proof. Without loss of generality we assume that i “ 0 and put ϕ “ ϕ0 and U “ U0.
We need to show that ϕ and ψ “ ϕ´1 are regular. Now locally, a regular function
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f on V Ă An is the quotient of two polynomials g and h in y1, . . . , yn which under
ϕ˚ gets mapped to

ϕ7f “ ϕ7pg{fq “ gpx1{x0, . . . , xn{x0q{hpx1{x0, . . . , xn{x0q “ xdeg h´deg g
0 βpgq{βphq

which is the quotient of two homogeneous polynomials of degree deg h. Conversely,
the action of ψ7 corresponds to the action of α on the denominator and numerator.

�

148. Example. For P1 we have the two maps ϕ : U0 Ñ A1, ϕrx0 : x1s “ x1{x0

and ϕ : U1 Ñ A1, ϕrx0 : x1s “ x0{x1. Note that if we define a biregular map
f : k˚ Ñ k˚ by fpxq “ 1{x, then f ˝ ϕ0 “ ϕ1. Put differently, we have glued the
two affine open sets U0 and U1 by the biregular map f .

Lemma 1.147 is a special case of the following general fact.

149. Corollary (base for the Zariski topology). On any variety there exists
a base for the topology consisting of open affine subsets. In particular, any point
admits an affine neighbourhood.

Proof. We must show that for any a P X, and any open set U containing a, there
exsists an affine set V in U which contains a. Since U is a variety, we may as well
assume that X “ U . Further, any variety is covered by quasi-affine varieties, we
may assume that X Ă An is quasi-affine. Consider then Y “ X̄zX which is closed in
An, and let a “ IpY q. Then Zpaq “ Y by Proposition 1.18 so that we can find f P a
with fpaq ­“ 0. Let H “ Zpfq Ă An. Since a R H, a P V :“ XzpX XHq “ X XHc,
which is an open subset of X. On the other hand, XzpXXHq “ XXDf is a closed
subset of Df “ AnzH, hence equal to it. By the previous proposition, Df is affine,
hence V is the desired open affine subset. �

As an application, we prove the following

150. Lemma. If X Ă Pn is a quasi-projective variety, and f0, . . . , fm P Srns
are homogeneous polynomials of same degree in the homogeneous coordinates on Pn
without any common zero, then

f : X Ñ Pm, p P X ÞÑ rf0ppq : . . . : fmppqs

defines a morphism.

Proof. The assumptions on the fi imply that f is well-defined set-theoretically as
well as continuous. To verify that f defines a morphism we can work locally on the
open set Vi “ f´1pUiq “ tp P X | fippq ­“ 0u, where Ui is the standard affine cover
of Pm. In the coordinates provided by Ui, f |Vi “ pfj{fiqj ­“i, so f is a morphism
since its components are regular being locally quotients of polynomials. �

151. Corollary (Segre embedding). Let PN “ Ppn`1qpm`1q´1 be projective
space with homogeneous coordinates zij, 0 ď i ď n, 0 ď j ď m. if x0, . . . , xn,
y0, . . . , ym are homogeneous coordinates on Pn resp. Pm, consider the map ϕ :
Pn ˆ Pm Ñ PN given by ϕprxis, ryjsq “ rzijs “ rxiyjs. Then ϕ defines a bijection
onto the image Σn,m “ ϕpPn ˆ Pmq which is a projective variety in PN with ideal
generated by zijzkl ´ zilzkj for all 0 ď i, k ď n and 0 ď j, l ď m. The map ϕ is
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called the Segre embedding. It gives PnˆPm the structure of a projective variety
by identifying the product with Σn,m Ă PN .

Proof. The inclusion ϕpPn ˆ Pmq Ă Σn,m is obvious. Conversely, let a “ raijs P
Σn,m Ă PN so that aijakl ´ aikajl “ 0. At least one aij ­“ 0; without loss of
generality, a00 ­“ 0 so that a P U0. We pass to affine coordinates by setting a00 “ 1,
hence a corresponds to the point paijqpi,jq­“p0,0q P AN . But aij “ aija00 “ ai0a0j

for a P X, hence aij “ xiyj and a “ ϕprx0 : . . . : xns, ry0 : . . . : ymsq. To
show injectivity let a “ fpx, yq P X be a point with a00 “ 1. Hence x0, y0 ­“ 0.
We can scale the homogeneous coordinates of x and y such that x0 “ y0 “ 1.
Then xi “ zi0 and yj “ z0j , hence ϕ is injective. It is clear that ϕ is regular
by Lemma 1.150. Computing the inverse in affine coordinates shows that ϕ´1 is
locally a polynomial map, hence also regular. To show that X is irreducible, let
qn : Σn,m Ñ Pn and qm : Σn,m Ñ Pm be defined on Uij , the set of points where
zij ­ 0, by qnprzijsq “ rzijs

n
i“0 and qmprzijs

n
j“0. We obtain a commutative diagramm

Pn

Pn ˆ Pm

πn

99

ϕ //

πm
%%

Σn,m

qm

��

qn

OO

Pm

(3)

where πi denotes the natural projection. Restricting the Segre embedding to Pn ˆ
trysu and trxsu ˆ Pm induces isomorphisms between Pn and Pm and subspaces of
PN whose fibres are irreducible. We can now imitate the proof of irreducibility for
the product of two affine varieties from Example 1.29. �

152. Remark. As for affine varieties, the topology on PnˆPm is not the product
topology. In fact, the closed sets of Pn ˆ Pm with its induced structure as projec-
tive variety via the Segre embedding are given by the zero loci of bihomogeneous
polynomials in krx1, . . . , xn, y1, . . . , yms, that is, polynomials which are separately
homogeneous in the xi and yj . Indeed, the zero locus of bihomogenous polynomials
can be written as the zero locus of bihomogeneous polynomials of the same degree
in the xi and yj (cf. Remark 1.44 (ii)) and are thus polynomials in the zij , that is,
the zero locus defines a closed subset for the topology induced by PN . Conversely,
if a subset of Σn,m – Pn ˆ Pm is given as the zero locus of polynomials in the zij ,
substituting zij “ xiyj yields a bihomogeneous polynomial. In particular, if X and
Y are projective varieties sitting inside Pn and Pm respectively then XˆY Ă Σn,m
is again projective for it is closed while irreducibility follows as in the affine case,
cf. Proposition 1.29.

153. Example. Consider the case n “ m “ 1. Then Σ1,1 “ ϕpP1 ˆ P1q Ă P3 is
the quadric surface given by Zpz00z11´z10z01q. Explicitly, we have the isomorphism

P1 ˆ P1 Ñ Σ1,1,
`

rx0 : x1s, ry0 : y1s
˘

ÞÑ rx0y0 : x0y1 : x1y0 : x1y1s P X.

In particular, the families of projective lines P1 ˆ tau and tbu ˆ P1 get mapped to
the families of lines La and Mb in P3, see Figure 1.11 below.

154. Exercise (products of quasi-projective varieties). We consider PnˆPm
as a projective variety via the Segre embedding. If X Ă Pn and Y Ă Pm are two
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Figure 11. The Segre embedding of P1 ˆ P1 and the two families of lines

quasi-projective varieties, consider the (set theoretic) product X ˆ Y Ă Pn ˆ Pm.
Show that X ˆ Y is a quasi-projective variety.

Proof. If X and Y are quasi-projective, then X “ U XW and Y “ V X Z for U
and V open and W and Z closed in Pn and Pm respectively. But ϕpX ˆ Y q “
q´1
n pXq X q

´1
m pY q (cf.(3)) so that the image is an open set of a closed subset. That

the image is irreducible follows as in the affine case, cf. Proposition 1.29. �

Lemma 1.147 can be also used to describe the stalk of regular functions of Pn. As
in the case of affine varieties, the stalk can be described in terms of localisation.
First, however, we need to discuss how to put a grading on these localised rings.

155. Localisation of graded rings. Let S “
À

dě0 Sd be a graded ring, and let
T Ă S be a multiplicatively closed system of homogeneous elements. To give the
ring of fractions T´1S the structure, we say that f{g is homogeneous if f P S
is homogeneous and put degpf{gq :“ deg f ´ deg g. If this is well-defined, then
we have a decomposition T´1S “

À

dě0pT
´1Sqd which gives indeed a grading.

Now if f{g “ f 1{g1, then there exists h P T such that hpfg1 ´ f 1gq “ 0, hence
deg h` deg f ` deg g1 “ deg h` deg f 1 ´ deg g so that deg is well-defined on T´1S.
We then put

SpT q :“ tf{g P T´1S | f{g is homogeneous of degree 0u.

The notation is slightly ambigous but standard in the literature. The most impor-
tant examples are these:

(i) If p Ă S is a homogeneous prime ideal we let Tp “
Ť

dě0tf P Sd | f R pu and

write Sppq for SpTpq. This is a local ring with maximal ideal ppT´1
p Sq X Sppq.

In particular, if S is an integral domain, then for p “ p0q we obtain the field
Spp0qq.

(ii) If f P Sh, then Tf “ tf
k | k ě 0u is a multiplicative subset of homogeneous

elements. We let Spfq :“ SpTf q be the subring of elements of degree 0 in the
localised ring Sf .

156. Proposition (regular functions on Pn). Let X Ă Pn be a projective
variety with homogeneous coordinate ring SpXq. Then
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(i) for any a P X, let ma Ă SpXq be the ideal generated by the set of homogeneous
f P SpXq such that fpaq “ 0. Then OX,a “ SpXqpmaq;

(ii) KpXq – SpXqpp0qq;

Proof. We start with the following

157. Lemma. If X Ă Pn is a projective variety, and ϕ : Ui Ñ An a standard
chart, then ApϕpXiqq “ SpXqpxiq where Xi “ X X Ui. Put differently, the regular
functions on the (affine) variety Xi are the degree 0 functions in the localised ring
SpXqxi .

Proof. Indeed, let i “ 0, ϕi “ ϕ and Ui “ U for convenience, and write ApXiq

for ApϕpXiqq. Then ϕ7f “ fpx1{x0, . . . , xn{x0q P krx0, . . . , xnspxiq. Clearly, ϕ7 is
an isomorphism between Arns and krx0, . . . , xnspxiq. A polynomial f P Arns of

degree d gets mapped to βpfq{xd0. It follows that under this isomorphism, IpX0q

is mapped to the ideal generated by F {xdegF
0 for F P IpXq homogeneous. Hence

ApXq{IpXq – krx0, . . . , xnspx0q{xF {x
d
0 | F P IpXqduy. It is easy to see that the lat-

ter ring is isomorphic to SpXqpx̄0q by sending rf{xdeg f
0 s P krx0, . . . , xnspx0q{xF {x

d
0 |

F P IpXqduy to f̄{x̄deg f
0 where ¯̈ denotes the equivalence class in SpXq. �

Note that X̄i “ X so that by Exercise 1.52, IpXq is the ideal generated by βpIpXiqq.

(i) If a P X choose i such that a P Xi. In particular, xipaq ­“ 0. Without loss
of generality we assume again i “ 0. The associated maximal ideal m1a Ă ApX0q

consists of functions f P ApX0q such that fpaq “ 0. Under the isomorphism
ApX0q – SpXqpx̄0q this gets mapped to the maximal ideal ma. Therefore, OX,a –

ApX0qma – pSpXqpx̄0qqma . Since x0 is a unit, Corollary 1.102 gives the result.

(ii) KpXq is isomorphic to KpXiq “ QuotApXiq. Via ϕ7i, the latter is isomorphic
to SpXqpp0qq. �

Rational maps and blow-ups. As we have seen in Section 1.3, Arnsp has the
interpretation of functions which are generically defined on X “ Zppq. We also
introduced the function field KpXq of rational functions in Section 1.2. Next we
generalise this notion to rational maps and define a further category of varieties.

158. Lemma (Identity property of morphisms). Let ϕ and ψ be two mor-
phisms between varieties X Ñ Y , and suppose there is a nonempty open subset
U Ă X such that ϕ|U “ ψ|U . Then ϕ “ ψ.

Proof. We may assume that Y Ă Pn for some n. By composing with this inclusion
we may assume that Y “ Pn. The morphisms ϕ and ψ : X Ñ Pn determine
a morphism ϕ ˆ ψ : X Ñ Pn ˆ Pn with projective target by 1.151. Let ∆ “

tpp, pq | p P Pnu Ă Pn ˆ Pn be the diagonal of Pn ˆ Pn. If rx0 : . . . : xns and
ry0 : . . . : yns denote the homogeneous coordinates on the left resp. right hand
side factor, ∆ “ Zptxiyj ´ xjyi | i, j “ 0, 1, . . . , nuq, so ∆ is a closed subset. By
assumption, ϕ ˆ ψpUq Ă ∆. But U is dense in X, i.e. Ū “ X, and ∆ is closed in

Pn ˆ Pn, whence ϕˆ ψpXq Ă ϕˆ ψpUq Ă ∆. Hence ϕ “ ψ. �
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We are now prepared for the

159. Definition (rational map). Let X, Y be varieties. A rational map
Φ : X 99K Y is an equivalence class of pairs rU, φs, where U is a nonempty open
subset of X and φ : U Ñ Y a morphism, and where rU, φs “ rV, ψs if φ and ψ
agree on U X V . By Corollary 1.158 this actually defines an equivalence relation.
The rational map Φ is called dominant, if for some, hence for every pair rU, φs

representing Φ, the image φpUq is dense in Y (use again that fpŪq Ă fpUq for f
continuous).

160. Remark. Despite appearance, a rational map is not a map from X Ñ Y
which is what we indicate by an dotted arrow; it is only densely defined on X.
The identity property 1.158 shows that the underlying equivalence relation is well-
defined. Indeed, if rU, φs “ rV, ψs so that φ|UXV “ ψ|UXV , and rV, ψs “ rW, ηs,
whence ψ|WXV “ η|WXV , it follows that φ|UXVXW “ η|UXVXW , hence φ|UXW “

η|UXW for U X V XW is dense in U XW . However, we cannot compose rational
maps in general which is why we also consider dominant maps: The composition
of two dominant maps is indeed well-defined and again dominant: If Φ : X 99K Y
and Ψ : Y 99K Z are rational maps represented by rU, φs and rV, ψs respectively,
we define Ψ ˝ Φ : X 99K Z by rU X φ´1pV q, ψ ˝ φs provided φ´1pV q is not empty.

If it were empty, then φpXq Ă Y zV , hence φpXq “ V c “ Y , whence V “ H, a
contradiction. To understand this condition from a more algebraic point of view,
we note that a rational map Φ : X 99K Y “ rU, φs induces a map

Φ7 : ApY q Ñ KpXq, f ÞÑ Φ7f “ rU, f ˝ φs.

Then we have Φ7pfq “ 0 ô φpUq Ă Zpfq, whence Φ7 is injective ô Φ is dominant.
We can then extend Φ7 to a morphism

Φ7 : KpY q Ñ KpXq, Φ7rV, f s “ rU X φ´1pV q, f ˝ φs

which is well-defined in view of the dominance of Φ. In particular, if Ψ : Y 99K Z,
then pΨ ˝ Φq : ApZq Ñ KpXq can be computed via

pΨ ˝ Φq7f “ rU, f ˝ ψφs “ rU X φ´1pV q, f ˝ ψ ˝ φs “ Φ7rV, f ˝ ψs “ Φ7Ψ7rV, f s

which shows that Ψ ˝Φ is dominant if Ψ and Φ are dominant and that pΨ ˝Φq7 “
Φ7 ˝Ψ7 : KpZq Ñ KpXq. We therefore can define the category of varieties and
dominant rational maps RAT.

In analogy with Proposition 1.141 which asserted that k-algebra morphism ApY q Ñ
ApXq are of the form ϕ7 for a regular map ϕ : X Ñ Y we can prove the

161. Proposition. If X and Y are affine varieties, any k-algebra morphism
f : KpY q Ñ KpXq is of the form f “ Φ7 for a unique dominant rational map
Φ : X 99K Y .

Proof. Construction and uniqueness are precisely as in 1.141. Furthermore, Φ7 is
necessarily injective since it it nontrivial, hence Φ is injective by Remark 1.160.
Hence Φ is dominant. �

Recall that a field extension k Ă K is finitely generated ifK is a finite extension of
kpx1, . . . , xrq for algebraically independent elements αi P K (cf. also Appendix B).
Equivalently, K “ kpα1, . . . , αsq for αi P K, that is, K coincides with the smallest
subfield of K which contains k and the αi.
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162. Corollary (equivalence of RAT with the category of finitely gen-
erated field extensions). For any two varieties X and Y we have a bijection
between

(i) the set of dominant rational maps X 99K Y ;
(ii) the set of k-algebra homomorphisms KpY q Ñ KpXq.

This correspondence gives a contravariant equivalence of the categories RAT and
finitely generated field extensions k Ă K.

Proof.

Step 1. Construction of the bijection. Let rU,ϕs “ ϕ : X 99K Y be a dominant
rational map, and let rV, f s P KpY q be a rational function. Since ϕpUq is dense
in Y , ϕ´1pV q is a nonempty open subset of X, whence ϕ7f :“ f ˝ ϕ is a regular
function on ϕ´1pUq, and thus defines a rational function rϕ´1pUq, f s P KpXq. One
easily checks that ϕ7 : KpY q Ñ KpXq is a k-algebra homomorphism.

Step 2. Construction of the inverse. Let θ : KpY q Ñ KpXq be a homomorphism of
k-algebras. We define a rational map ϕ : X 99K Y as follows. By Proposition 1.149
Y is covered by affine varieties. Since rational maps are only densely defined anyway,
we may assume that Y is affine. Let y1, . . . , yn be generators of the k-algebra ApY q.
Then θpy1q, . . . , θpynq are rational functions on X. Taking the intersection of the
domains of the representatives we can find an open set U in X such that θpyiq
are regular on U . In particular, we get an injective morphism ApY q Ñ OXpUq.
By Proposition 1.141 this corresponds to a morphism U Ñ Y giving a dominant
rational map X 99K Y which is an inverse to the map constructed in the first step.

Step 3. Finally, we need to show that for any variety X, KpXq is finitely gener-
ated over k, and conversely, if k Ă K is a finitely generated field extension, then
K “ KpXq for some variety X. Since KpUq “ KpXq for any open subset U
of X, we may assume that X is affine. But then Proposition 1.95 implies that
KpXq “ QuotApXq. Since ApXq “ krα1, . . . , αrs we have KpXq “ kpα1, . . . , αrq,
that is, KpXq is finitely generated. On the other hand, if k Ă K is any finitely
generated field extension, let K “ kpα1, . . . , αrq. Then A “ krα1, . . . , αrs is a
finitely generated k-algebra without any zerodivisors, hence A “ ApXq for some
affine variety X. It follows that K “ KpXq.

�

163. Corollary and Definition (birational maps). An isomorphism in this
category is called a birational map. This is a rational map Φ : X 99K Y which
admits an inverse Ψ : Y 99K X such that Ψ ˝Φ “ IdX and Φ ˝Ψ “ IdY as rational
maps. If there is a birational map between X and Y we call X and Y birationally
equivalent or simply birational.

164. Corollary. For any two varieties X and Y , the following are equivalent:

(i) X and Y are birationally equivalent;
(ii) there are open subsets U Ă X and U Ă Y with U isomorphic to V ;
(iii) KpXq – KpY q as k-algebras.

Proof. (i) ñ (ii) Let Φ : X 99K Y and Ψ : Y 99K X be rational maps which are
inverse to each other and which are represented by rU,ϕs and rV, ψs respectively.
Then Ψ ˝ Φ is represented by rϕ´1pV q, ψ ˝ ϕs and since Ψ ˝ Φ “ IdX as rational
maps, ψ ˝ ϕ is the identity on φ´1pV q. Similarly, ϕ ˝ ψ is the identity on ψ´1pUq
so that ϕ´1pψ´1pUqq and ψ´1pϕ´1pV qq are isomorphic open sets of X and Y .
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(ii) ñ (iii) follows from the definition of function fields.

(iii) ñ (i) follows from the previous theorem. �

165. Exercise. Let X and Y be two varieties. Suppose there are points p P X
and q P Y such that the local rings OX,p and OY,q are isomorphic as k-algebras.
Then there exist open neighbourhoods U and V of p and q respectively as well as a
biregular map which identifies U and V and takes p to q.

Proof. Since any point of a variety admits an affine neighbourhood, and the stalks of
regular functions are determined by restriction to any open neighbourhood, we may
assume that X and Y are affine. Furthermore, by embedding Am ãÑ An we may
assume that X, Y Ă An are affine. Let x1, . . . , xn be coordinate functions on An
which define regular functions on X by restriction and thus elements in OX,p which
we still denote by xi. If we have a k-algebra isomorphism θ : OX,p – OY,q, then

θpxiq define rational functions on Y which are regular on Vi Ă Y . Let Ũ “
Ş

ViXX.
This is an open subset of X on which we can define the map

ϕ̃ : Ũ Ñ Y, ϕ̃paq :“ pθpx1qpaq, . . . , θpxnqpaqq.

By Lemma... this is a regular map. Similarly, we can define a regular map

ψ̃ : Ṽ Ñ X, ψ̃paq :“ pθ´1px1q, . . . , θ
´1pxnqq,

where θ´1pxiq is regular on Ui and Ṽ “
Ş

Ui X Y . Whenever defined, ϕ̃ and ψ̃

are inverse to each other. Finally, let U “ Ũ X ϕ̃´1pṼ q and V “ Ṽ X ϕ̃´1pŨq and

ϕ “ ϕ̃|U and ψ “ ψ̃|V . Then ϕ˝ψ and ψ˝ϕ are clearly defined and give the identity

on U and Y . For instance, let a P U . Then y “ ϕpaq “ ϕ̃paq P Ṽ X ϕ̃pŨq. It remains

to show that y P ψ̃´1pŨq which entails ϕpaq “ y P V . But ψ̃pyq “ ψ̃pϕ̃paqq P Ũ by

design. Note that ψ̃pϕ̃paqq is defined since ϕ̃paq P Ṽ . Finally, if τ : An Ñ An is the

translation τpaq “ a ´ ϕppq ` q, the maps ϕ̂ :“ τ ˝ ϕ : Û :“ U X ϕ̂´1pUq Ñ V̂ :“

V X ψ̂´1pV q and ψ̂ :“ ψ ˝ τ´1 : V̂ Ñ Û are inverse to each other with ϕppq “ q. �

Therefore, despite being “local rings”, the stalk of regular functions determines the
birational type of the variety. From this point of view, a local ring still contains
a lot of global information though birationality is a much weaker concept than
biregularity, as the following result shows.

166. Proposition. Any variety X is birational to a hypersurface Y Ă Pn.

Proof. (The proof requires some material from Appendix B.) The function field
KpXq is a finitely generated extension field of k. By Proposition B.14, K is separa-
bly generated over k, that is, there exists a transcendence base x1, . . . , xn such that
kpx1, . . . , xnq Ă K is a finite separable extension of k. Hence, by the Theorem of the
Primitive Element B.9, K “ kpx1, . . . , xn, αq. Since α is algebraic over kpx1, . . . , xnq
it satisfies a polynomial relation with coefficents given by rational functions in the
xi. Clearing denominators gives an irreducible polynomial fpx1, . . . , xn, αq “ 0
which defines a hypersurface in An`1. Its coordinate ring is Arn ` 1s{pfq so that
its quotient ring is KpXq. The result follows from Corollary 1.164. �

167. Remark. Once we have a properly defined notion of dimension, we will see
that the proof implies that n´ 1 equals the dimension of X.
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As a concrete example of a birational map we discuss the notion of blow up of
a variety at a point. This is a fundamental construction and a main tool in the
resolution of singularities of an algebraic variety (cf. Hironaka’s theorem which
unfortunately – despite its importance – is far beyond the scope of this course).

First we construct the blow up of An at the origin 0. Consider the product An ˆ
Pn´1 which is a quasi-projective variety (thinking of An as being embedded into
Pn), cf. Exercise 1.154. If x1, . . . , xn are affine coordinates on An and y1, . . . , yn
homogeneous coordinates of Pn´1 (observe the index shift: we start with 1 instead
of 0), then the closed sets of AnˆPn´1 are given by polynomials in the xi, yi which
are homogeneous in the yi.

168. Definition. We define the blow up of An at the origin 0 to be the closed
subset X of An ˆ Pn´1 defined by the equations txiyj “ xjyi | i, j “ 1, . . . , nu.

We have a natural morphism ϕ : X Ñ An by restriction of the projection onto
the first factor. Regularity follows directly from Lemma 1.139. Here are some
properties of this map.

169. Proposition (fibres of ϕ : X Ñ An).

(i) If a P An, a ­“ 0, then ϕ´1paq consists of a single point. In fact, ϕ induces
an isomorphism of Xzϕ´1p0q and Anzt0u. In particular, we get a birational
isomorphism X 99K An (ϕ is of course defined on X, but its inverse is only
densely defined and therefore gives only rise to an inverse in the category
RAT).

(ii) E :“ ϕ´1p0q – Pn´1, the so-called exceptional divisor. In fact, we can
think of the points of ϕ´1p0q as the set of lines through 0 in An.

Proof. (i) Let a “ pa1, . . . , anq P An with some ai ­“ 0. Now if pa, ry1 : . . . : ynsq P
ϕ´1paqq, then for each j, yj “ paj{aiqyi, so ry1 : . . . : yns “ ra1 : . . . : ans is
uniquely determined as a point in Pn´1. Moreover, the map ψ : Anzt0u Ñ X,
ψpaq “ ppa1, . . . , anq, pa1, . . . , anqq defines the inverse morphism.

(ii) Clearly, p0, ry1 : . . . : ynsq P X for any ry1 : . . . : yns P Pn´1. Geometrically, we
can identify the points in ϕ´1p0q with lines l in An through the origin as follows. If
a “ pa1, . . . , anq P lzt0u (whose choice obviously determines l), a parametrisation of

l is given by xiptq “ ait, t P A1. Its preimage l̃ under ϕ has then the parametrisation
xi “ ait, yi “ ait, t P A1zt0u. Since ra1t : . . . : ants “ ra1 : . . . : ans we can

parametrise l̃ by xi “ ait and yi “ ai which also makes sense in t “ 0 and gives
the closure of l̃ in X. But l̃ meets Pn´1 – ϕ´1p0q precisely in ra1 : . . . : ans.
Hence sending the point ra1 : . . . : ans P ϕ

´1p0q to the line determined by 0 and
a “ pa1, . . . , anq sets up a 1´ 1-correspondence. �

170. Corollary (irreducibility of the blow up). X is irreducible.

Proof. Indeed, X is the union of Xzϕ´1p0q and ϕ´1p0q. The first set is isomor-
phic to An´1zt0u which is irreducible as an open subset of an affine variety. On
the other hand, we have seen that every point ϕ´1p0q is in the closure of some
line in Xzϕ´1p0q. Hence Xzϕ´1p0q is dense in X so that X is irreducible itself
(alternatively, argue by Exercise 1.63). �
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171. Definition (blow up a subvariety). If Y is a closed subvariety of An
passing through the origin, we define the blow up of Y at 0 to be

Ỹ “ ϕ´1pY zt0uq,

where ϕ : X Ñ An is the blow up of An at the point 0 described above. We keep
on denoting by ϕ the restriction of this map to Ỹ . To blow up at any other point
a P Y we make a linear change of coordinates sending a to 0.

172. Remark.

(i) ϕ induces a birational morphism of Ỹ to Y .
(ii) Although the definition seems to depend on the embedding of Y into An (that

is, two isomorphic subvarieties might not have the same blow up), one can
actually give an intrinsic definition of the blow-up. It is therefore independent
of the actual representative of the isomorphism class of subvarieties.

173. Example.

(i) Consider the line L “ Zpλx ´ µyq in A2. We assume that λ, µ ­“ 0 so
that λ{µ is the slope of L. What is the blow up of L at the origin? If
we choose the parametrisation pµt, λtq, then for ϕ´1pLzt0uq “ tpµt, λtq, rµ :
λs | t ­“ 0u. Therefore, the total inverse image of L under ϕ consists of two
irreducible curves: The exceptional divisor (here: the “exceptional curve”)

E “ tp0, 0q, ru : vsu and the irreducible curve L̃ “ tpµt, λtq, rµ : λs | t P ku,
the blow up of L, which meets the exceptional curve in rµ : λs, the point
corresponding to the line L itself.

(ii) Let Y be the plane cubic curve given by the equation y2 “ x2px ` 1q in A2.

We compute the blow up of Y at 0. The blow up X “ Ã2 of A2 at the origin
is defined by the equation xu “ yt in A2 ˆ P1 where rt : us are homogeneous
coordinates on P1. The inverse image of Y under ϕ is given by the equations
y2 “ x2px ` 1q and xu “ ty in A2 ˆ P1. Now P1 is covered by the two open
sets t ­“ 0 and s ­“ 0. If t ­“ 0 we can set t “ 1 and get the equations

y2 “ x2px` 1q, y “ xu

in A3 with coordinates x, y and u. Substituting yields x2u2 ´ x2px` 1q “ 0.
Hence we get two irreducible components given by x “ y “ 0, u arbitrary,
which belongs to the exceptional divisor E, and u2 “ x ` 1, y “ xu, which
belongs to Ỹ . Further, Ỹ intersects E in r1 : ˘1s, see Figure 1.12. The
solutions u “ ˘1 correspond to the different slopes of the two branches of Y
in A2 at the origin; the blow up has thus the property of pulling apart lines
of different slope.

174. Exercise. Let Y be the cuspidal curve Zpy2 ´ x3q Ă A2 which we blow up

at the origin. Show that the exceptional curve E and the blow up Ỹ meet in one
point, and that Ỹ – A1.

Remark: In particular, the morphism ϕ : Ỹ Ñ Y is a homeomorphism, but not
biregular.

Proof. We parametrise the cuspidal curve by pt2, t3q so that the equation for Ỹ are

t2v “ t3u. It follows that ϕ´1pY zt0uq “ tpt2, t3q, r1 : tsu so that Ỹ intersects E in
the point r1 : 0s. The rational function tpx, yq, ru : vsu ÞÑ v{u yields a well-defined

regular function when restricted to Ỹ which gives the desired isomorphism. �
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Figure 12. The blow up of the plane and the strict transform of a curve.

2. Integral ring extensions and the Nullstellensatz

We now come to the proof of the Nullstellensatz. In its so-called weak form it
asserts that

if k Ă K is a field extension such that K is of finite type, i.e. finitely generated as
a k-algebra, then k Ă K is a finite field extension.

2.1. Integral ring extensions.
If we have a field extension k Ă K, and a P K is algebraic over k, then the
extension field kpaq is a finite dimensional vector space over k. Indeed, there exists
a polynomial f P krxs such that fpaq “

ř

cia
i “ 0 since a is algebraic. By dividing

by the leading coefficient of f we get the relation an “
řn´1
i“0 cia

i{cn. Similarly, if
A Ă B are rings we call B an extension ring of A and say that A Ă B is a ring
extension. However, if fpbq “ 0 for b P B and f P Arxs, Aras is in general not a
finite-dimensional module as the easy example Zr1{2s shows. Still, for rings there
is a useful analogue of algebraic field extensions which will occupy us next.

Basic properties. We start with the

1. Definition (integral and finite ring extensions). Let A Ă B be a ring
extension.

(i) We call b P B integral over A if there is a monic polynomial f P Arxs such
that fpbq “ 0. If every b P B is integral over A, then A Ă B is an integral
extension.

(ii) The ring extension is finite if this turns B into a finitely generated A-module.

2. Remark. If A and B are fields, then integral and finite ring extensions coincide
with algebraic and finite field extensions.

3. Algebraic examples.
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(i) If A is an integral domain we have the natural ring extension A Ă k “ QuotA.
In particular, if A is a UFD, then x P k is integral over A ô x P A (see
Exercise 0.1).

(ii) Z Ă Zr1{2s, the subring of Q generated by Z and 1{2, is not integral. Indeed,
assume that x “ p{q P Zr1{2s with p P Z and 0 ­“ q P 2Z coprime. If we had
a polynomial relation

`p

q

˘n
` cn´1

`p

q

˘n´1
` . . .` c0 “ 0,

then multiplying with qn shows that pn “ ´qpcn´1p
n´1` . . .`c0q

n´1q, hence
q divides p, a contradiction.

(iii) τ “ p1 `
?

5q{2 (the “golden ratio”) is integral for Z Ă Zrτ s, where Zrτ s is
the subring in Q generated by Z and τ . Indeed, τ2 ´ τ ´ 1 “ 0. On the other
hand, σ “ p1`

?
3q{2 is not integral for Z ãÑ Zrσs for Zr1{2s Ă Zrσs. Indeed,

2pσ2 ´ 1q “
?

3 P Zrσs so that pσ2 ´ 1q
?

3´ 1 “ 1{2 P Zr1{2s. But 1{2 is not
integral over Z.

4. Geometric examples. As we will see at the end of this Section 2, a ring
extension between finitely generated, reduced k-algebras can be thought of as a
morphism of varieties. To get a geometrical feeling, let A “ krxs and B “ Arys{pfq,
where f P Arys is a nonconstant polynomial which we think of as a nontrivial
relation on y. Geometrically, A corresponds to X “ A1 while B is the coordinate
ring of Y “ Zpfq Ă A2 the curve defined by f . We assume that we get an injection
ι : A Ñ B, x ÞÑ x̄ giving a ring extension. This corresponds to a morphism
π : Y Ñ X given by px, yq ÞÑ x.

(i) Consider first the case fpyq “ y2 ´ x2 so that y P B (strictly speaking ȳ P B)
is integral over A. We will see in the next proposition that this implies that
A Ă B is integral. Since any nonzero value for x yields a quadratic relation on
y, the fibre π´1pxq consists of two points unless x “ 0 where the fibre consists
of one point.

(ii) Next consider fpyq “ xy ´ 1. Lifting the monic relation to kr2s we see that
there exists a monic polynomial ḡ P A{pfqrzs, the image of g P krxsrzs such
that ḡpȳq “ 0 if and only if there exists h P krxsrzs such that gpyq “ hpyqpxy´
1q. Considering the leading term in y shows that this cannot happen, hence
ȳ is not integral. Here, the fibre over x consists of one point if x ­“ 0 and is
empty, if x “ 0.

(iii) Finally, consider fpyq “ xy. The same argument as in (ii) shows that y is not
integral. The fibre over x ­“ 0 consists again of one element, while in x “ 0 it
is infinite.

Therefore, as a first approximation, we think an integral ring extension as a surjec-
tive variety morphism with finite fibres (“ramified coverings”), see also Figure 2.13.

5. Proposition (finite versus integral extensions). Let A Ă B be a ring
extension, and let b P B. Then are equivalent:

(i) b is integral over A;
(ii) the subring Arbs generated by A and b is finite over A;
(iii) there exists a subring C Ă B such that Arbs Ă C and C is finite over A.

In particular, a finite ring extension is integral. In fact, any finite ring extension
A Ă B is of the form B “ Arb1, . . . , bns with bi integral over A, i.e.

finite type ` integral ô finite
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Figure 13. The covering maps from ring extensions.

Proof. (i) ñ (ii) If b satisfies a monic relation of the form bn “ ´
řn´1
i“0 aib

i with
ai P A, then Arbs is generated by 1, b, . . . , bn´1.

(ii) ñ (iii) Take C “ A.

(iii) ñ (i) Consider b as a map µb : C Ñ C, c ÞÑ b ¨ c. Since C is a finite A-
module the Cayley-Hamilton theorem 0.56 applies, and µb satisfies a monic relation
µnb `an´1µ

n´1
b ` . . .`a0 “ 0 in EndpMq with ai P A. Evaluating at 1 gives (i). �

6. Corollary. Let X Ă Pnk be a projective variety. Then OpXq – k.

Proof. Let f P OXpXq be a global regular function. Restriction induces an injection

OXpXq ãÑ ApXiq – SpXqpxiq. In particular, f “ gi{x
di
i for gi P SpXq homogeneous

of degree di. We have the inclusions OpXq Ă Oa Ă KpXq Ă
Ť

aPX Oa so that by
(i), OpXq, KpXq and SpXq can be considered as subrings of L “ QuotSpXq. In

particular, xdii f P SpXqdi , the degree di polynomials of SpXq. Next choose d ě
ř

di. As a k-vector space, SpXqd is spanned by monomials of degree d in x̄0, . . . , x̄n.
In any such monomial, at least one xi occurs to a power ě di by the choice of d.
Since for such an i, xe00 . . . xeii . . . x

en
n f “ xe00 . . . xei´dii . . . xenn gi P SpXqd we have

SpXqd ¨f Ă SpXqd. Iterating we get SpXqd ¨f
q Ă SpXqd for all q ą 0. In particular,

xd0f
q P SpXq for all q ą 0 which shows that the subring SpXqrf s of L is contained

in x´d0 SpXq, a finitely generated SpXq-module. Since SpXq is Noetherian, SpXqrf s
is also a finitely generated SpXq-module by Corollary 0.95. Therefore, f must be
integral over SpXq, i.e. satisfy a relation of the form fn`

ř

cif
i “ 0 for ci P SpXq.

But f is of degree 0, so the equation fn `
ř

pciq0f
i “ 0, where pciq0 P SpXq0 “ k

denotes the degree 0 part of ci, is also valid. In particular, f P L is algebraic over
k, so that f P k for k is algebraically closed. �

7. Remark. The last property is familiar from complex geometry: As a trivial
consequence of the maximal modulus theorem, any holomorphic function globally
defined on a complex compact manifold must be constant.

8. Proposition (tower laws).

(i) If A Ă B Ă C are extension rings such that C is a finite B-algebra, and B is
a finite A-algebra, then C is a finite A-algebra.



92 UNIVERSITÄT STUTTGART

(ii) If A Ă B Ă C with C is integral over B and B is integral over A, then C is
integral over A.

Proof. (i) By Proposition 2.5, Arb1s is finite over A. Then proceed by induction
using (i).

(ii) Let c P C satisfy the relation cn`bn´1c
n´1` . . .`b0 “ 0, with b0, . . . , bn´1 P B.

Since each bi is integral overA, each extensionA Ă Arb0, . . . , bn´1s Ă Arb0, . . . , bn´1, cs
is finite by (i). Hence c belongs to an intermediate algebra A Ă Arb0, . . . , bn´1, cs Ă
C which is finite over A. By 2.5 (iii), c is integral over A. �

9. Proposition and definition (integral closure). The set

Ā “ tb P B | b integral over Au Ă B

is a subring of B. In particular, the sum and the product of two integral rings is

again integral. Moreover, if b P B is integral over Ā, then b P Ā, so that ¯̄A “ A.
We call Ā the integral closure of A in B. If A “ Ā, then A is called integrally
closed in B.

Proof. If x, y P Ā, then Arx, ys is finite over A, whence x` y and x ¨ y are integral

over A and thus in Ā. ¯̄A “ A follows from Proposition 2.8. �

10. Exercise. Let A Ă B be a ring extension of integral rings, and let Ā be
the integral closure of A in B ñ for any two monic polynomials f , g P Brxs with
fg P Ārxs we have f , g P Ārxs.

Hint: Consider a field extension B Ă QuotB Ă K where f “ Πpx ´ ξiq and
g “ Πpx´ ηiq split.

Proof. Using the hint and the fact that fg “ Πpx´ ξiqpx´ ηjq P Ārxs is monic, the
roots ξ and ηi in K are integral over Ā. This does not immediately imply that they
are in Ā, for Ā is the integral closure in B, not in K. However, it implies that the
coefficients of f and g which are sums and products of the ξi and ηj respectively, are
integral over Ā by Proposition 2.9. But f and g P Brxs, that is, the coefficients of f
and g are in B. Since they are integral, they are in Ā, whence f and g P Ārxs. �

Normal rings. We now consider a geometrically very important class of rings,
namely normal rings.

11. Definition (normal ring). An integral domain A is called normal or
integrally closed if A is integrally closed in its quotient field.

12. Algebraic examples of normal rings.

(i) As we have seen in Example 2.3 (i), any UFD is normal.
(ii) A number field is a finite field extension Q Ă K. By definition, its ring of

integers OK is the integral closure of Z in K. In particular, OQ “ Z by (i).
It is an example of a Dedekind ring (Theorem 3.100 and Example 3.104) and
as such it is normal. For instance, consider the quadratic number field Qp

?
nq,

where n is a squarefree integer. Then OQp
?
nq “ Zrαs with α “ p1 `

?
nq{2

if n ” 1 mod 4 and α “
?
n if n ” 2 or mod 4. For instance, consider the

second case. Z Ă Zr
?
ns is an integral extension for x2 ´ n P Zrxs is monic.
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Moreover, it is well-known that Zr
?
ns is a UFD (see for instance [Bo, Section

2.4]). This is integrally closed in its quotient field which is obviously Qp
?
nq.

13. Geometric examples of normal rings. Let A “ ApXq be the coordi-
nate ring of an affine variety X so that QuotA is the ring of rational functions on
X. Hence if A is normal, then any rational function ϕ satisfying a monic relation
ϕn` cn´1ϕ

n´1` . . .` c0 “ 0 for ci P A is in fact already contained in A. In partic-
ular, it has a well-defined value at any point, that is, an integral rational function
has an extension to all of X. Such extension theorems are familiar in complex
analysis, where under certain conditions, meromorphic functions (corresponding to
rational functions) can be extended to holomorphic functions (corresponding to
regular functions), cf. Riemann’s extension theorem (in complex dimension ome)
or Hartog’s theorem (in higher dimensions).

(i) Let A “ Crxs so that X “ A1 and K “ Cpxq. Then A is normal as a UFD.
Geometrically, if ϕ is a rational function which is ill-defined at a point p, it
must be of the form fpxq{px´pqkgpxq for fppq, gppq ­“ 0, that is, ϕ has a pôle
of order k. In particular, it cannot satisfy a monic equation, for ϕn has a pôle
of order kn which cannot be cancelled by pôles of lower order.

(ii) Consider the ring A “ krx, ys{py2´x3q, the coordinate ring of the cusp curve
Y “ Zpy2 ´ x3q Ă A2. It is integral with ring of fractions isomorphic to kptq.
Indeed, the map kptq Ñ QuotA sending f{gptq to f{gpȳ{x̄q is an isomorphism
(check!). In particular, τ “ ȳ{x̄ is integral over A (for instance, τ2 ´ x̄ “ 0),
but τ R A: We cannot extend the rational function τ over p0, 0q P Y . On the
other hand, krts is normal in kptq for it is a UFD. This shows that normality
can detect singularities such as the cusp. Indeed, we will see in Section 3 that
a “smooth” curve (more generally, a smooth variety) has always a normal
coordinate ring.

(iii) Consider X “ Zpy2´x2´x3q Ă A2
R with A “ ApXq “ Rrx, ys{py2´x2´x3q

(the real numbers are chosen for sake of the geometric argument). In this case,
A is not normal. Indeed, consider the rational function ϕ “ ȳ{x̄ P Quot pAq
for which ϕ2´ x̄´ 1 “ 0. Hence ϕ is integral. However, it is ill-defined in the
origin. For x and y small we can neglect the x3 term so that the curve near
the origin is approximatively given by y2´x2 “ 0. Hence it has two branches
near the origin given by y “ ˘x. It follows that ϕ approaches two different
values at the origin depending on the branch which one goes along in order
to reach the origin. This makes ϕ2 well-defined and thus a regular function,
but ϕ R A, that is, we cannot extend ϕ over the origin into a regular function.
To see this, assume that F is a regular function which extends τ over p0, 0q to
all of X. Since τ2 “ x̄ we necessarily have F p0, 0q “ 0. Further, F P ApXqm,
where m is the maximal ideal corresponding to p0, 0q. Hence, there exists a
(dense) open neighbourhood U of p0, 0q and f , g P ApXq with f̄{ḡ “ F and
ḡp0, 0q ­“ 0, where f , g P krx, ys are representatives of f̄ and ḡ. If U˚ is the
open set Uztp0, 0u, then we get the identity x̄f̄ ´ ȳḡ “ 0 on U˚. Since the left
and the right hand side are well-defined on all of X, the identity property of
Corollary 2.67 gives x̄f̄ ´ ȳḡ “ 0 in ApXq. Lifting this to krx, ys, it follows
that xf ´ yg “ hpx, yqpy2 ´ x3q for a polynomial (function) h P krx, ys. In
particular, we obtaian for x “ y “ t the identity f ´ g “ hpt, tqpt´ t2q in krts.
Setting t “ 0 implies gp0, 0q “ 0, a contradiction.
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14. Exercise (normal rings in number theory). Let N Ă B be an integral
extension of integral rings, and assume that N is normal ñ For any b P B its
minimal polynomial f over k “ QuotN has actually coefficients in N .

Let d ­“ 0, 1 be a squarefree integer, that is, no square divides d in Z. Use the first
part of the exercise to show that the integral closure of Z in Qp

?
dq “ ta ` b

?
d |

a, b P Qu Ă C is given by

Z̄ “ ta` b
?
d | a, b P Q, ´2a P Z, a2 ´ db2 P Zu.

These rings play an important rôle in number theory.

Proof. Since b P B is integral over N , gpbq “ 0 for some monic polynomial g P N rxs.
Hence, f |g in krxs by the properties of the minimal polynomial, that is, g “ f ¨ h P
N rxs for some monic polynomial h P krxs. Applying Exercise 2.10 with Ā “ N and
B “ k shows that f (and h) in N rxs.

We apply this for the computation of N the integral closure of A “ Z (which

is normal as a UFD) in B “ Qp
?
dq. The ring Z is certainly normal for it is

integrally closed in Q “ QuotZ. The minimal polynomial of a ` b
?
d over Q is

fpxq “ px ´ a ´ b
?
dqpx ´ a ` b

?
dq, and this is integral over Z if and only if

fpxq “ x2 ´ 2ax ` b2d ´ a2 has integer coefficients. This gives ta ` b
?
d | a, b P

Q, ´2a P Z, a2 ´ db2 P Zu Ă Z̄. The converse inclusion is obvious. �

A further important class of normal rings are valuation rings.

15. Definition (valuation rings). Let A be a subring of some field k; in partic-
ular, A is an integral domain. Then we call A a valuation ring of k if for each
x ­“ 0, either x P A or x´1 P A or both.

16. Remark. If A Ă k is a valuation ring for k, then k “ QuotA.

For the moment, our main interest in valuation rings lies in their normality:

17. Proposition [AtMa, 5.18]. Let A be a valuation ring

(i) A is a local ring;
(ii) if B is a ring such that A Ă B Ă k ñ B is a valuation ring;
(iii) A is integrally closed in k, that is, any valuation ring is normal.

Proof. (i) Let m be the set of nonunits of A. Since A is a valuation ring this means
that x P m ô x “ 0 or x´1 R A. By Proposition 0.11 we need to show that m is an
ideal:

‚ If a P A and x P m, then ax P m, for otherwise, paxq´1 “ a´1x´1 P A and
thus x´1 P A (multiply by a).

‚ Let x, y P m. Either xy´1 P A or x´1y P A. Assume the former (the latter
works similarly). Then x` y “ yp1` xy´1q P mA Ă m.

(ii) Clear from the definition.

(iii) Let x P k be integral over A so that xn `
řn´1
i“0 aix

i “ 0 for some n P N and

ai P A. If x P A we are done. If not, x´1 P A, whence x “ ´
řn´1
i“0 aix

i`1´n P

A. �
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Note that a normal ring is not necessarily a a valuation ring (consider for instance
A “ Z). Next we want to prove existence of valuation rings (and thus of a large class
of normal rings). Towards that end we let k be any field, and K be an algebraically
closed field. Let ΣK “ tpA, fq | A Ă k subring, f : A Ñ K ring morphismu. We
partially order Σ as follows:

pA, fq ď pB, gq ô A Ă B and g|A “ f.

From Zorn’s lemma we immediately infer the existence of a maximal element in
pB, gq P Σ, i.e. pB̃, g̃q ě pB, gq implies B̃ “ B, g̃ “ g.

18. Theorem [AtMa, 5.21]. Let pB, gq be a maximal element of Σ. Then B is
a valuation ring of k. In particular, any pair pA, fq P ΣK can be extended to a
valuation ring pB, gq.

Proof. We proceed in three steps.

Step 1. pB,m “ ker gq is a local ring [AtMa, 5.19]. Since gpBq – B{ ker g is a
subring of a field it must be an integral domain. In particular, m is prime and
B Ă Bm. We extend g to the localisation Bm by setting gmpb{sq “ gpbq{gpsq. This
is well defined for s P Sm “ Bz ker g, whence pB, gq ď pBm, gmq P Σ . But pB, gq is
maximal, whence B “ Bm is a local ring with maximal ideal me “ m.

Step 2. Let 0 ­“ x P k, and let mrxs be the extension of m with respect to B Ñ

Brxs. Then either mrxs ­“ Brxs or mrx´1s ­“ Brx´1s [AtMa, 5.20]. Suppose that
mrxs “ Brxs and mrx´1s “ Brx´1s. Then we have equations

m
ÿ

i“0

uix
i “ 1, ui P m (4)

n
ÿ

i“0

vix
´i “ 1, vi P m

for which we assume that n and m are minimal. If m ě n we can multiply the
second equation by xn and get

p1´ v0qx
n “

n
ÿ

i“1

vix
n´i.

Since v0 P m, the first step and Proposition 0.11 (iv) imply that p1 ´ v0q is a

unit so that we obtain the identity xn “
řn´1
i“0 wix

i. Replacing the powers xn`i,
i “ 0, . . . ,m ´ n in (4) yields a contradiction to the minimality of m. The case
m ď n is treated similarly.

Step 3. Conclusion. Let 0 ­“ x P k. We have to show that either x P B or x´1 P B.
By the previous step we may assume that mrxs is not the unit ideal in B̃ “ Brxs

so that mrxs is contained in a maximal ideal m̃ of B̃ (otherwise we replace mrxs
by mrx´1s and argue in the same way). Then m̃ X B “ m for m̃ X B is a proper

ideal of B containing m. The embedding B Ñ B̃ thus induces an embedding of the
residue field l “ B{m Ñ l̃ “ B̃{m̃. Since l̃ “ t

ř

b̄ix̄
i | b̄i P B{mu, where x̄ is the

residue class of x in B̃{m̃, we have l̃ “ lrx̄s. Moreover, x̄ is algebraic, for if x R m̃,
maximality of m̃ implies the existence of a P m̃ and p “

ř

bix
i with a ` px “ 1.

Hence we find
ř

bix̄
i`1´1 “ 0̄ for the corresponding residue class. In particular, it

follows that l Ă l̃ is an algebraic field extension. Now g induces a natural inclusion
g0 : l ãÑ K for m “ ker g. Since K is algebraically closed, and l Ă l̃ is algebraic,
we can extend g to an inclusion g̃ : l̃ ãÑ K. Composing with the projection B̃ Ñ l̃
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yields a pair pB̃, g̃q which extends pB, gq. By maximality, B “ B̃ and therefore
x P B.

�

19. Exercise [AtMa, Exercise 5.27]. Let pA,mq and pB, nq be two local rings. We
say that pB, nq dominates pA,mq if A Ă B and m “ AX n. Let K be a field and let
ΣK be the set of al local subrings of K. Order ΣK by domination. Show that

(i) ΣK has a maximal element;
(ii) an element is maximal ô it is a valuation ring.

In particular, any local ring in some field (for instance, the local ring of a variety
which sits inside the field of rational functions) is dominated by a valuation ring.

Hint: Use Theorem 2.18.

As we have remarked above, a normal ring is not necessarily a valuation ring. It is,
however, the intersection of valuation rings. In fact we have more generally the

20. Corollary [AtMa, 5.22]. Let A Ă k be a subring of a field k. The integral
closure Ā of A in k is the intersection of all valuation rings of K which contain A.

Proof. Ă) Let B be a valuation ring of K such that A Ă B. Since B is integrally
closed by Proposition 2.17, we certainly have Ā Ă B.

Ą) By contraposition: Let x R Ā. We have to show that x R B for some valuation

ring B containing A. First we note that x is not in the ring Ã “ Arx´1s for
otherwise, x “

řn
i“0 aix

´i so that multiplying by xn would give a monic relation

on x with coefficients in A, whence x P Ā. Therefore, x´1 is not a unit in Ã
and is therefore contained in some maximal ideal m̃ of Ã. Let K be the algebraic
closure of l̃ “ Ã{m̃. Compounding with the inclusion A ãÑ Ã yields a map AÑ K

which can be extended to a valuation ring pB, gq. Restricted to Ã, g|Ã maps any
element in m̃ to zero, in particular gpx´1q “ 0. This implies x R B for otherwise,
1 “ gpxx´1q “ 0. Hence B is the desired valuation ring. �

Next we want to show that normality is a local property in accordance with our
idea that normality links into the geometric idea of regularity. First we prove:

21. Lemma (Integrality is preserved under taking quotients and localis-
ing). Let A Ă B be an integral ring extension.

(i) If b is an ideal of B and a “ be “ AX b, then B{b is integral over A{a.
(ii) If S is a multiplicative set of A, then S´1B is integral over S´1A.

Proof. If b P B we have bn ` a1b
n´1 ` . . .` an “ 0 with ai P A.

(i) Reducing this equation modulo b gives the desired polynomial relation.

(ii) Let b{s P S´1B. Then pb{sqn ` pa1{sqpb{sq
n´1 ` . . .` an{s

n “ 0. �

22. Lemma (integral closure and localisation). Let A Ă B be a ring exten-
sion, and let S be a multiplicative subset of A. Then S´1Ā is the integral closure
of S´1A in S´1B.
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Proof. By Lemma 2.21, S´1Ā is integral over S´1A. It remains to show that if
b{s P S´1B is integral over S´1A, then b{s P S´1Ā. First, we have

pb{sqn ` pa1{s1qpb{sq
n´1 ` . . .` an{sn “ 0,

where ai P A, si P S. Let t “ s1 ¨ . . . ¨ sn and multiply the latter equation with
pstqn. Then it becomes a monic relation on bt with coefficients in A, that is bt P Ā.
Hence b{s “ bt{st P S´1Ā. �

23. Proposition (normality is a local property). Let A be an integral domain.
Are equivalent:

(i) A is normal;
(ii) Ap is normal, for each prime ideal p;
(iii) Am is normal, for each maximal ideal m.

Proof. Let k “ QuotA and f : A Ă k Ñ Ā Ă k be the restriction of the identity
mapping Idk. Then A is normal ô f is surjective. By Lemma 2.22, Ap and Am

are normal if and only if S´1
p f and S´1

m f are surjective, whence the assertion by
Proposition 1.114. �

Going up and going down. As we have seen we can think geometrically of
an integral ring extension ApXq Ñ ApY q as a finite (ramified) cover Y Ñ X. In
particular, one should be able to lift subvarieties of X to subvarieties Y , or more
algebraically, prime ideals to prime ideals. This “lying over” property will occupy
us next.

24. Lemma (Integral ring extensions and fields). Let A Ă B be an integral
ring extension of integral domains. Then A is a field ô B is a field.

Proof. ñ) Let 0 ­“ b P B. Since A Ă B is an integral ring extension, bn`an´1b
n´1`

. . .` a0 “ 0 for some ai P A and minimal n P N. In particular, a0 ­“ 0 (otherwise,
n would not be minimal). Since A is a field, a0 is invertible whence b is invertible
with inverse

b´1 “ ´a´1
0 pbn´1 ` an´1b

n´2 ` . . . a2b` a1q P B.

ð) Conversely, assume that 0 ­“ a P A. Then a´1 exists as an element of B whence

pa´1qn ` an´1pa
´1qn´1 ` . . .` a0 “ 0

with coefficients ai P A and a0 ­“ 0. Multiplying by an´1 shows that a´1 “

´an´1 ´ an´2a´ . . .´ a
n´1a0 P A. �

25. Corollary. Let A Ă B be an integral ring extension.

(i) Let q be a prime ideal of B. Then qc “ qXA is maximal ô q is maximal.
(ii) Let q Ă q1 be prime ideals of B such that p “ qc “ q1c. Then q “ q1.



98 UNIVERSITÄT STUTTGART

Proof. (i) B{q is integral over A{qc by Lemma 2.21. Now apply Lemma 2.24.

(ii) By Lemma 2.21, Ap Ă pAzpq
´1B “: Bppq is integral. Let m be the extension

of p in Ap, and let n Ă n1 be the extensions in Bppq of q Ă q1 respectively. Then m
is the maximal ideal of Ap (cf. 1.100), and nc “ n1c “ m (indeed, if a “ bc “ AX b
for an ideal b Ă B in a ring extension A Ă B, then S´1a “ S´1A X S´1b “
pS´1bqc, where the contraction is now being taken with respect to the ring extension
S1´1A Ă S´1B, cf. Proposition 1.110 (ii)). So n and n1 are maximal by (i), and
n Ă n1, whence n “ n1. But then q “ q1 by Corollary 1.106 (v), since q and q1 do
not intersect Azp. �

26. Theorem (“lying over”). Let A Ă B be an integral ring extension, and let
p Ă A be prime ñ there exists a prime ideal q Ă B such that qc “ AX q “ p.

Proof. Let again Bppq denote the localisation pAzpq´1B. The natural diagramm

A

α

��

// B

β

��
Ap

// Bppq

in which the horizontal arrows are inclusions, is commutative. Let n be a maximal
ideal of Bppq. Then nc Ă Ap is maximal by the previous corollary, and thus nc “ pe,
the unique maximal ideal of the local ring Ap. If q “ β´1pnq, then q is prime and
qc “ qXA “ p. �

The previous theorem can be refined to the following relative versions:

27. Theorem (“going-up”). Let A Ă B be an integral ring extension. Moreover,
let p, p1 be prime ideals of A with p Ă p1, and let q be a prime ideal of B such that
qc “ p. Then there exists a prime ideal q1 Ą q of B such that q1c “ p1.

Proof. Let Â “ A{p and B̂ “ B{q. Then Â Ă B̂ is an integral ring extension.

Hence, there exists a prime ideal q̂ in B̂ such that q̂X Â “ the image of p1 in A{p.

Contracting q̂ via the projection map B Ñ B̂ yields the desired prime ideal. �

28. Exercise. Let ι : A ãÑ B be an integral ring extension (considering ι as
an inclusion). Show that the associated map ιa : Spec pBq Ñ Spec pAq defined by
ιapqq “ qXA is a closed mapping, that is, it maps closed sets to closed sets.

Proof. The closed sets of Spec pBq are V pbq “ tq P Spec pBq | b Ă qu for b Ă B
an ideal of B. We show that ιapV pbqq “ V pbcq. The inclusion Ă is trivial, so let
p be a prime ideal of A containing a :“ bc. We need to find q P Spec pBq with

qc “ p. Lemma 2.21 (i), Â :“ A{a Ă B̂ :“ B{b is an integral extension. Now p̂,

the image of p in Â is prime, so that by the lying-over property of integral ring
extensions, there exists a prime ideal q̂ of B̂ whose contraction gives p̂. Contracting
with respect to the projection map B Ñ B̂ yields the desired q P Spec pBq. �
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In a similar vein, one can prove the

29. Theorem (“going-down”). Let A Ă B be an integral ring extension.
Assume that A is normal and B an integral domain. Assume that p Ă p1 are prime
ideals of A, and that there exists a prime ideal q1 Ă B such that q1c “ q1 X A “ p1

ñ There exists a prime ideal q Ă q1 Ă B such that qc “ p.

Proof. The proof is slightly more technical, see for instance [AtMa, Theorem 5.16].
The normality is used to apply Exercises 2.14. �

We summarise our discussion in Figure 2.14

Figure 14. Extension and contraction for integral extensions: (a)
lying-over (b) going-down (c) going-up. The red colour indicates
existence.

30. Geometric interpretation. To get some geometric feeling for integral
ring extensions we interpret the previous theorems in terms of ramified covering
maps. In general, a continuous surjective map π : X Ñ Y between connected
topological spaces which restricted to X minus a finite set of points is a local
homemomorphism and such that the fibres are finite is called a (ramified) covering
map. The cardinality of the fibre is the degree of the map. Generically, where
π is a local homeomorphism, the fibre has precisely deg π points; multiple points
(where the covering map “branches” or “ramifies”) occur where π fails to be a local
homeomorphism.

In our geometric situation, connected topological spaces correspond to varieties,
say affine ones. The surjective map π : X Ñ Y can be thought of as an injective
k-algebra morphism π7 : ApY q ãÑ ApXq. If this ring extension is integral, then
any maximal ideal of ApY q (corresponding to a point of Y ) is the contraction of
a maximal ideal of ApXq (corresponding to a point of X). This is essentially the
surjectivity property of the covering map π. The finiteness of the fibre was partially
discussed in 2.4, cf. also Example 2.32. Finally, the previous Exercise shows that
π7 is a closed map which corresponds to the local homeomorphism property of π.
In this way we should think of an integral extension of coordinate rings in terms of
ramified coverings of the corresponding affine varieties.
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31. Remark. For later use we state the following two theorems without proof:

(i) Incompatibility theorem: If A Ă B is an integral ring extension, and q,
q1 are distinct prime ideals in B whose contractions coincide, qX A “ q1 X A
ñ q Ć q1 and q1 Ć q (cf. [GaCA, Proposition 9.20]). Geometrically, this will
imply that the dimensions of X covering Y are the same, cf. Proposition 3.58.

(ii) Finiteness of integral closure: If ApXq is the affine coordinate ring of some
affine variety over k, and if KX “ QuotApXq Ă L is a finite extension, then
the integral closure ĀpXq Ă L is also a finitely generated k-algebra, that is, it
is the affine coordinate ring of some affine variety (see [Ha, Theorem 3.9A].)

2.2. Noether normalisation and Hilbert’s Nullstellensatz. Hilbert’s Null-
stellensatz is an easy consequence of Noether normalisation. To motivate the latter
we consider the following

32. Example (geometric motivation of Noether normalisation). Consider
the ring extension A “ krx1s Ă B “ krx1, x2s{px1x2 ´ 1q (where we identify f P A
with the residue class f̄ P B so that A becomes a subring of B). Of course, B
is not integral over A for the “lying-over” property fails for the origin, i.e. the
prime (in fact maximal) ideal m0 Ă A (cf. Example 2.4). However, performing
the coordinate change x1 “ y1 ` y2, x2 “ ´y1 ` y2 gives a finite ring extension
kry1s Ă kry1, y2s{py

2
1 ´ y2

2 ´ 1q – B for ȳ2
2 ´ ȳ2

1 ` 1 “ 0 is a monic relation on y2,
cf. Proposition 2.5 and Figure 2.15.

Figure 15. A geometric example of Noether normalisation.

Let B be a k-algebra. Recall that B is finitely generated if B “ krα1, . . . , αns
for some α1, . . . , αn, or equivalently, if we have a surjection krx1, . . . , xns Ñ B Ñ 0
so that B “ krx1, . . . , xns{a. Recall that elements a1, . . . an P A are algebraically
independent if the natural surjection

krx1, . . . , xns Ñ kra1, . . . , ans Ñ 0

sending xi to ai is actually an isomorphism of k-algebras, that is, we have an
injection krx1, . . . , xns ãÑ A by sending xi to ai. Put differently, there is no nonzero
polynomial relation of the form fpa1, . . . , anq “ 0 for f P Arns, and A is just
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a polynomial algebra in the unknowns ai. In the previous Example 2.32 where
B – krx1, x2s{px1x2 ´ 1q is a finitely generated k-algebra, we saw that we could
find an injection kry1s Ñ B such that B became a finite ring extension of kry1s.
More generally we have the

33. Theorem (Noether normalisation lemma). Let B be a finitely generated
k-algebra. Then there exists algebraically independent elements y1, . . . , yk P B such
that B is finite over A “ kry1, . . . , yks. In other words, a ring extension k Ă B
given by a finitely generated k-algebra B can be written as a composite

k Ă A “ kry1, . . . , yls Ă B,

where A is a polynomial algebra over k and B a finite module over A.

34. Remark. Though we have not a rigorous definition of dimension yet we can
interpret the number l as the dimension of the variety with coordinate ring B, cf.
also Figure 2.15 where this variety is clearly one dimensional. The induced map
SpecB Ñ SpecA “ Ak can be regarded as a ramified covering.

35. Proof of Theorem 2.33. We will proceed in three steps, assuming that k
is infinite (though the theorem holds for general k).

Step 1. Let 0 ­“ f P krx1, . . . , xns be a homogeneous polynomial of degree d. Then
there exist a1, . . . , an´1 P k such that fpa1, . . . , an´1, 1q ­“ 0. By induction on n.

The case n “ 1 is trivial for f “ xd. So assume n ą 1 and write f “
řd
i“0 fix

i
1,

where fi is a homogeneous polynomial of degree d ´ i in x2, . . . , xn. Since f ­“
0 we have fi ­“ 0 for at least one i. The induction hypothesis applies so that
fipa2, . . . , an´1, 1q ­“ 0 for certain a2, . . . , an´1. In particular, fp¨, a2, . . . , an´1, 1q P
krx1s is a non-zero polynomial which has only finitely many roots. It follows that
fpa1, . . . , an1 , 1q ­“ 0 for almost any choices of a1 P k (here we use that k is infinite!).

Step 2. Let B “ krb1, . . . , bns be a finitely generated k-algebra and suppose that
there is 0 ­“ f P krx1, . . . , xns a polynomial of degree d. Then there exist a1, . . . , an´1 P

k such that fpb1 ` a1bn, . . . , bn´1 ` an´1bn, bnq “ 0 is monic in bn over the ring
krb1, . . . , bn´1s. Indeed, write f “

ř

m1,...,mn
cm1...mnx

m1
1 ¨ . . . ¨ xmnn . Then the

leading term of

fpb1 ` a1bn, . . . , bn´1 ` an´1bn, bnq

“
ÿ

m1,...,mn,
ř

mi“d

cm1...mnpb1 ` a1bnq
m1 ¨ . . . ¨ pbn´1 ` an1

bnq
mn´1bmnn

in bn is equal to
ÿ

m1,...,mn,
ř

mi“d

cm1...mna
m1
1 . . . a

mn´1

n´1 bdn “ fdpa1, . . . , an´1, 1qb
d
n,

where fdpx1, . . . , xnq “
ř

m1`...`mn“d
cm1...mnx

m1
1 ¨ . . . ¨ xmnn denotes the (homoge-

neous) degree d part of f which is not zero for f has degree d. By the first step we
can choose a1, . . . , an´1 P k such that fdpa1, . . . , an´1, 1q ­“ 0 which is therefore a
unit in krb1, . . . , bn´1s.

Step 3. We now prove the theorem by an induction on the number n of generators
bi of B. For n “ 0 there is nothing to prove since B “ A “ k. If n ą 0 and
the generators b1, . . . , bn P B are algebraically independent over k, then again
we can take B “ A “ kry1, . . . , yns with yi “ bi. So assume that we are given
n generators b1, . . . , bn P B such that B “ krb1, . . . , bns and that there exists
0 ­“ f P krx1, . . . , xns such that fpb1, . . . , bnq “ 0. For ai P k, i “ 1, . . . , n´1 we put
b1i “ bi´ aibn, i “ 1, . . . , n´ 1, b1n “ bn so that krb11, . . . , b

1
n´1, b

1
ns “ krb1, . . . , bns “
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B. Hence fpb1, . . . , bnq “ fpb11 ` a1b
1
n, . . . , b

1
1 ` a1b

1
n, b

1
nq “ 0 so that if we choose

the ai as in the previous step, b1n “ bn is integral over A1 :“ krb11, . . . , b
1
n´1s Ă B. In

particular, B “ A1rbns is finite over A1. By induction hypothesis, A1 is finite over
A “ kry1, . . . , yls for yi P A

1 algebraically independent, so that B is finite over A.�

36. Theorem (weak Nullstellensatz). Let k be a field, and k Ă K be a field
extension such that K is finitely generated as a k-algebra. Then K is a finite field
extension over k, i.e. rK : ks ă 8.

Proof. By Noether normalisation 2.33 K is finite, hence integral extension of some
polynomial ring A “ kry1, . . . , yns. Since K is a field, so is A by Lemma 2.24. But
the polynomial ring A can be a field only if n “ 0, i.e. A “ k. Hence rK : ks ă
8. �

3. Local properties

Next we want to study geometric properties of varieties which are local, that is, they
can by studied by restricting attention to an affine neighbourhood. The example
of the cuspidal curve showed that geometric properties (the existence of a cusp)
is reflected in the algebraic properties of the coordinate ring (its nonnormality).
Our line of attack is therefore to reformulate these properties in terms of algebraic
properties of the underlying function rings.

3.1. Completions. One way of studying local properties is localisation of rings.
The local rings we obtain this way still carry a lot of information. We saw in Exer-
cise 2.165 that the local ring OX,a of a point a P X determines X up to birational
isomorphism. Another idea to study local properties is the completion of rings. To
get an intuitive idea, we consider a polynomial ring krx1, . . . , xns whose completion
is the ring of formal power series kJx1, . . . , xnK. In a way, this imitates transcen-
dental techniques from complex algebraic geometry where we can use holomorphic
functions – power series converging uniformly near a point. Geometrically, this
means to focus on “small” neighbourhoods unlike big open dense sets. Still, com-
pletion keeps two essential properties of localisation: it is an exact operation and
preserves the Noether property. To give a concrete idea, consider the integral ring
extension krxs Ă krx, ys{py2 ´ x ´ 1q. This corresponds to a ramified finite cover
which generically is 2 ´ ´1. In the neighbourhood with no branching points one
should be able to invert this map and to find local sections of this covering – this
is certainly true if k “ R or C when we have the inverse function at our disposal.
However, the map x ÞÑ

?
x` 1 is not polynomial so that if we are working with

polynomial rather than smooth or holomorphic functions, local section do not exist.
However,

?
x` 1 possesses a formal development so that at the level of power series

there is indeed an inverse kJx, yK{py2´x´1q Ñ kJxK, x ÞÑ x, y ÞÑ 1`x{2´x2{8`. . ..
In general we will consider a ring A with ideal a whose powers induce a topology on
A, the so-called a-adic topology. Completing this topology gives the completion Â.
Similarly, one can complete A-modules. The most important instance of this are
completions of local Noetherian rings pA,mq (such as the stalks OX,a) with respect
to m. In particular, we want to prove the

1. Theorem. Let pA,mq be a Noetherian local ring with completion Â.

(i) pÂ,mÂq is a Noetherian local ring with natural injective homomorphism AÑ

Â;
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(ii) if M is a finitely generated A-module, its completion M̂ with respect to m is

isomorphic as Â-module to M bA Â.

A second important statement which we will state more precisely below, is Cohen’s
structure theorem 3.84. In a simplified version it reads as follows.

2. Theorem (Cohen, special case). The completion of the stalk of regular
functions at a P An corresponding to the maximal ideal m, namely the localisation
krx1, . . . , xnsm, is isomorphic to kJx1, . . . , xnK.

In a way, we can think of the completion of the stalk of regular functions of a
(smooth) variety (yet to be defined) as ring of power series in the coordinates.

3. Definition. We say that two points a P X and b P Y of two varieties X and Y
are analytically isomorphic if ÔX,a “ ÔY,b.

In particular, any two points of An (or more generally, of a smooth variety, cf.
Corollary 3.??) are analytically isomorphic in accordance with the intuition coming
from classical manifolds. A less trivial example is this.

4. Example. Let X be the plane nodal curve given by y2 ´ x3 ´ x2 “ 0 in
A2 and Y the reducible algebraic set xy “ 0. Let us show that X and Y are
analytically isomorphic at the point p0, 0q. By Corollary proven below we have

ÔX,0 – kJx, yK{py2 ´ x2 ´ x3q (where we view the ideal py2 ´ x2 ´ x3q as an ideal

in kJx, yK). Similarly, ÔY,0 – kJx, yK{pxyq. The key point is that we can factor
y2´x2´x3 into formal power series g “ y`x`g2`g3`. . . and h “ y´x`h2`h3`. . .
in kJx, yK with gi and hi homogeneous of degree i, that is, y2 ´ x2 ´ x3 “ gh.
We can construct g and h step by step. Namely, py ´ xqg2 ` py ` hqh2 “ ´x3

since x3 lies in the ideal generated by y ´ x and y ` x, and so on. Therefore,
ÔX,0 “ kJx, yK{pghq. Since g and h begin with linearly independent terms, we can
define an automorphism of kJx, yK which sends g and h to x and y, respectively.

Hence ÔX,0 – kJx, yK{pxyq – ÔY.0. Geometrically, this corresponds to the fact
that near the origin (in a Euclidean sense!), X looks like Y , see Figure 3.16.

Figure 16. The local equivalence between Zpy2 ´ x2 ´ x3q and Zpxyq.
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Topology. Let G be a topological Abelian group, not necessarily Hausdorff.
This implies in particular that the translations Ta : G Ñ G, Tapgq “ a ` g are
continuous maps and in fact homeomorphisms (with inverse T´a). The topology of
G is therefore determined by the neighbourhoods of 0 P G.

5. Exercise. Let H be the intersection of all neighbourhoods of 0 in G. Then

(i) H is a subgroup;
(ii) H is the closure of t0u;
(iii) G{H is Hausdorff;
(iv) G is Hausdorff ô H “ 0.

Proof. (i) Let xi P H, and let V be a neighbourhood of 0. We have to show that
x1 ` x2 P V . By continuity of ` there exist Ui neighbourhood of 0 such that
U1 ` U2 Ă V . Since xi P H, xi P Ui, hence x1 ` x2 P V .

(ii) x P H
piq
ô ´x P H ô 0 P TxpUq for any neighbourhood U of 0 ô 0 P V for any

neighbourhood V of xô 0 P t0u.

(iii) By (ii), cosets a ` H are closed. Hence the points of G{H are closed which
means that G{H is Hausdorff.

(iv) Trivial. �

Next assume that 0 P G has a countable fundamental system of neighbourhoods
(this avoids using nets instead of sequences). Then we can define the completion

of G to be the space Ĝ of all Cauchy sequences pxnqmodulo the equivalence relation

pxnq – pynq ô xn´yn Ñ 0. Addition of Cauchy sequences gives Ĝ a natural group

structure. To define a topology on Ĝ we specify the open neighbourhoods of 0̂ “ p0q

of Ĝ: For any open neighbourhood U of 0 in G, we let Û be the set of equivalence
classes of sequences which eventually ly in U . This turns Ĝ into a topological
group. For instance, if G “ Q then Ĝ “ R. Note that we have a natural map
φ : G Ñ Ĝ, φpxq “ pxq the constant Cauchy sequence xn “ x for all n. Then
kerφ “

Ş

U “ H where U is an open neighbourhood of 0. In particular, φ is
injective ô G is Hausdorff. If φ is an isomorphism, we say that G is complete. In
particular, G must be Hausdorff. Next, if f : GÑ H is a group morphism between
Abelian topological groups with countable fundamental systems of neighbourhoods
for 0, then f maps Cauchy sequences to Cauchy sequences (check!) and induces

thus a (continuous) group morphism f̂ : Ĝ Ñ Ĥ. Since zg ˝ f “ ĝ ˝ f̂ we obtain a
covariant functor.

In the following we restrict to the situation where we have a fundamental system
of neighbourhoods of 0 of subgroups Gn of G

G “ G0 Ą G1 Ą G2 Ą . . . Ą Gn Ą . . . .

The most important class of examples arises as follows.

6. Definition (a-adic topology). Take G “ A a ring, and let Gn “ an for an
ideal a Ă G. The topology induced on A is called the a-adic topology. For this
topology, a sequence pgiq Ă G is Cauchy if and only if for all n there exists Npnq
such that gi ´ gj P a

n for all i, j ě Npnq.

Since a is an ideal, the resulting completion Â is in fact a topological ring, and
φ : A Ñ Â is a ring morphism with kernel

Ş

an. More generally, we can consider

A-modules M , i.e. G “ M and Gn “ anM . Its completion M̂ is a (topological)
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Â-module, and any A-module morphism f : M Ñ N determines an Â-linear map
f : M̂ Ñ N̂ between the respective completions.

7. Example. Let A “ krxs and a “ pxq. Then Â “ kJxK, the ring of formal power

series. Indeed, let panq be a Cauchy sequence in A. Then an “
řkn
i“0 cipnqx

i. Since
an ´ am P pxM q for n, m ě N , the first M terms must be fixed for any an with
r ě n. Hence the “Taylor development” of the an stabilises for N Ñ 8, and the
higher gets M , the closer

ř

iěM cix
i gets to 0, i.e.

ř

iěM cix
i Ñ 0 as M Ñ8.

Of course, different filtrations, i.e. infinite chains of the form M “M0 ĄM1 Ą . . .
of submodules of M can give rise to the same topology as anM .

8. Definition (stable a-filtrations). A filtration pMnq is called an a-filtration
if aMn Ă Mn`1 for all n. If we have equality for all sufficiently large n, then the
filtration is called a-stable.

Of course, the prototype of a stable a-filtration is Mn “ anM .

9. Lemma (stable a-filtrations induce the same topology). If pMnq and
pM 1

nq are stable a-filtrations, then there exists an integer k such that Mn`k ĂM 1
n Ă

Mn´k for all n ě k, i.e. both filtrations have bounded difference. In particular,
all stable a-filtrations induce the same topology.

Proof. Without loss of generality, M 1
n “ anM . Since aMn Ă Mn`1 we have

M 1
n`k Ă M 1

n “ anM Ă Mn for all k and n. The last inclusion becomes equal-
ity if n ě k for k sufficiently big, whence Mn`k “ anMk Ă anM0 “M 1

n. �

To understand the previous examples from an algebraic point of view, the following
alternative contruction of completions is useful. Open sets always contain open sets
of the form x`Gm which defines an element in G{Gm. On the other hand, if pxnq
is a Cauchy sequence, then for any m P N there exists m0 with xi ´ xj P Gm for
all i, j ě m0. Hence, the image x̄i “ xi ` Gm in G{Gm of the Cauchy sequence
is ultimately constant, equal say to ξm. Under the projection πm`1 : G{Gm`1 Ñ

G{Gm, ξm maps to ξm`1 (if all but a finite number of the xi are contained in
Gm`1 then they are also contained in Gm Ą Gm`1). We also say that pξnq is
a coherent sequence in the sense that πm`1pξm`1q “ ξm for all m. Further,
equivalent sequences obviously define the same sequence pξnq. Therefore, we can

view Ĝ as the set of coherent sequences with its obvious group structure. Now in
general, a sequence of groups tHnu with morphisms θn`1 : Hn`1 Ñ Hn is called an
inverse system, and the group of coherent sequences is called the inverse limit
for which one writes lim

ÐÝ
Hn: Coming back to our case we can identify lim

ÐÝ
G{Gn

with Ĝ as defined in the sense above.

10. Example.

(i) Let A “ Z, a “ ppq for p prime. Then Â “ lim
ÐÝ

Z{pnZ is the ring of p-
adic integers given by infinite series panq

8
n“0 with 0 ď an ď pn ´ 1 and

an “ an`1 mod pn.
(ii) Let A “ krx1, . . . , xns, m “ px1, . . . , xnq the maximal ideal corresponding to

the origin. Then kJx1, . . . , xnK “ Â.
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The main advantage of this algebraic description comes when dealing with exact
sequences. An exact sequence of inverse systems 0 Ñ tAnu Ñ tBnu Ñ
tCnu Ñ 0 consists of a commutative diagramm

0 // An`1

��

// Bn`1

��

// Cn`1

��

// 0

0 // An // Bn // Cn // 0

of exact sequences.

11. Proposition. If 0 Ñ tAnu Ñ tBnu Ñ tCnu Ñ 0 is an exact sequence of
inverse systems, then

0 Ñ lim
ÐÝ

An Ñ lim
ÐÝ

Bn Ñ lim
ÐÝ

Cn

is exact. Furthermore, if tAnu is surjective, that is, the projections maps πn of
the inverse systems are always surjective, then

0 Ñ lim
ÐÝ

An Ñ lim
ÐÝ

Bn Ñ lim
ÐÝ

Cn Ñ 0

is exact.

Proof. This is essentially an application of the Snake lemma 0.49, see [AtMa, Propo-
sition 10.2]. �

Note that inverse systems of the form tG{Gnu are always surjective.

12. Corollary (completion is an exact functor). Let 0 Ñ G1 Ñ GÑ G2
p
Ñ 0

be an exact sequence of groups. Let G have the topology defined by a sequence tGnu
of subgroups, and endow G1 and G2 with the induced topologies defined by G1 XGn
and ppGnq. Then

0 Ñ Ĝ1 Ñ ĜÑ Ĝ2 Ñ 0

is an exact sequence of groups.

Proof. Apply Proposition 3.11 to the exact sequence

0 Ñ G1{pG1 XGnq Ñ G{Gn Ñ G2{ppGnq Ñ 0.

�

13. Corollary. Ĝn is a subgroup of Ĝ and

Ĝ{Ĝn – G{Gn. (5)

In particular,
p

Ĝ – Ĝ, that is, the completion is actually complete.

Proof. Apply the previous corollary with G1 “ Gn and G2 “ G{Gn yields Ĝn –

Ĝ{Ĝn “ Ĝ2. Since the induced topology on G2 is discrete, Ĝ2 “ G2 “ G{Gn.

Finally, taking the inverse limit of (5) shows that Ĝ “ lim
ÐÝ

G{Gn “ lim
ÐÝ

Ĝ{Ĝn “
p

Ĝ. �
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If pMnq is a filtration for an A-module M0 “ M , a submodule N Ă M inherits a
natural subfiltration N XMn. Our next goal is to establish the following

14. Theorem. Let A be a Noetherian ring, a an ideal of A, M a finitely generated
A-module, and N a submodule of M . Then the filtrations anN and panMqXN have
bounded difference. In particular, the a-topology of N coincides with the topology
induced by the a-topology of M .

Proof. The proof will be based on a series of lemmatas. We introduce some notation
first. Let A be a ring and a be an ideal of A. Then we define the graded ring
A˚ “

À

ně0 a
n. More generally, ifM is anA-module with a-filtration pMnq, then we

put M˚ “
À

ně0Mn. This is a graded A˚-module, since AmMn “ amMn ĂMn`m.

15. Lemma. Let A be a Noetherian ring, M a finitely generated A-module, and
pMnq an a-filtration of M . Are equivalent:

(i) M˚ is a finitely generated A˚-module;
(ii) The filtration is stable.

In particular, any a-filtration of a finitely generated A˚-module M for A Noetherian
induces the same topology on M .

Proof. Since M must be Noetherian by Corollary 0.95, each Mn must be finitely
generated, and hence so is Qn “

Àn
i“0Mi ĂM˚ “ xm1, . . . ,mry. To turn Qn into

an A˚-submodule, we put

M˚
n :“ Qn ‘

à

iě1

aiMn.

This is generated by m1, . . . ,mr over A˚. Now tM˚
n u forms an anascending chain

whose union is all of M˚. Now

M˚ is finitely generated as an A´module ô

the chain stops ô

M˚ “M˚
n0

for some n0 ô

Mn0`r “ arMn0
for all r ě 0 ô

the filtration is stable,

whence the result. �

16. Proposition (Artin-Rees). Let A be a Noetherian ring, a an ideal in A, M
a finitely generated A-module, pMnq a stable a-filtration of M . If M 1 is a submodule
of M ñ pM 1XMnq is a stable a-filtration of M 1. In particular, taking Mn “ anM ,
then there exists an integer k such that

panMq XM 1 “ an´kppakMq XM 1q

for all n ě k.

Proof. We have apM 1 XMnq Ă aM 1 X aMn Ă M 1 XMn`1, hence pM 1 XMnq is
an a-filtration. This defines a graded A˚-module which is a submodule of M˚ and
thus finitely generated (for M˚ is by the previous lemma, and A is Noetherian).
Again, Lemma 3.15 implies that pM 1 XMnq is stable. �

Lemma 3.9 immediately implies Theorem 3.14 �
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In particular, exactness of the completion (Corollary 3.12) gives

17. Proposition (completion is exact on finitely-generated modules over
Noetherian rings. Let

0 ÑM 1 ÑM ÑM2 Ñ 0

be an exact sequence of finitely generated modules over a Noetherian ring A. Let a
be an ideal of A ñ The sequence of a-adic completions

0 Ñ M̂ 1 Ñ M̂ Ñ M̂2 Ñ 0

is exact.

The completion Â is a natural A-module via the completion map A Ñ Â. In
particular, given an A-module M we can form the Â-module Â bAM . Moreover,
there is the completion map M Ñ M̂ which is also an A-module morphism. Hence
we get an induced sequence of Â-module morphisms

ÂbAM Ñ ÂbA M̂ Ñ ÂbÂ M̂ “ M̂.

This induced map behaves particularly well for A Noetherian and finitely generated
M .

18. Proposition. If M is finitely generated ñ Â bAM Ñ M̂ is surjective. If,
moreover, A is Noetherian ñ ÂbAM Ñ M̂ is an isomorphism.

Proof. If M is finitely generated, we get an exact sequence 0 Ñ N Ñ F Ñ M for
a free A-module F – An. It follows from Corollary 3.12 that a-adic completion
commutes with taking direct sums so that for F – An, ÂbAF – pÂbAAq

n – Ân.
This gives rise to a diagramm

ÂbA N

γ

��

// ÂbA F

β
��

// ÂbAM

α
��

// 0

0 // N̂ // F̂
δ // M̂ // 0

in which the top line is exact since (ÂbA is right exact). Moreover (again by
Corollary 3.12) δ is exact which implies that α is surjective for β is an isomorphism.
Moreover, if A is Noetherian then N is finitely generated as an A-submodule of a
finitely generated A-module which implies that γ is surjective, and thus that the
bottom line is exact. This in turn implies that α is injective, hence an isomorphism.

�

19. Corollary. If A is Noetherian ñ The functor TÂ is exact on the category
of finitely generated A-modules. In particular, it follows from Proposition 0.74 that
the a-adic completion Â of A is a flat A-algebra.

For the next proposition, recall that the Jacobson radical J pAq of a ring A is the
intersection of all maximal ideals (see Section 0.0.1).

20. Proposition (further properties of Â). Let A be Noetherian with a-adic

completion Â ñ

(i) â – ÂbA a “ Âa “ ae;

(ii) xan “ pâqn;
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(iii) an{an`1 – ân{ân`1;

(iv) â is contained in the Jacobson radical of Â.

Proof. (i) Since A is Noetherian, a is finitely generated. In particular, the map

ÂbA aÑ â is an isomorphism. Since Â is flat, the injection 0 Ñ aÑ A induces an
isomorphism abA ÂÑ AbA Â –M , which sends xb â to x ¨ â. Hence the image
of this isomorphism is just Âa “ ae, where the extension is taken with respect to
the natural completion map AÑ Â.

(ii) Applying (i) to an we see that xan “ Âan “ pÂaqn since extension commutes
with taking powers (see for instance [AtMa, Exercise 1.18]). But the latter is equal
to pâqn.

(iii) From (5) we immediately deduce that A{an – Â{ân from which (iii) follows by
taking quotients.

(iv) For any x P â, the sequence an “
řn
i“0 x

i is Cauchy in A for its a-adic topology.

Further, as a completion, Â is itself complete. Therefore, an converges to
ř

xi “
p1´xq´1, that is, 1´x is a unit. From Proposition 0.21 it follows that a Ă J pAq. �

21. Corollary (Â is local if A is local). Let pA,mq be a Noetherian local ring

ñ the m-adic completion Â of A is a local ring with maximal ideal m̂.

Proof. By the previous proposition we have Â{m̂ – A{m, hence Â{m̂ is a field, so

m̂ is a maximal ideal. Further, m̂ is contained in J pÂq, hence is equal to it by

maximality. Hence m̂ is the unique maximal ideal, and pÂ, m̂q is a local ring. �

22. Corollary.

(i) Let A be a Noetherian ring, and a be an ideal. Then the a-adic completion is

Â – AJx1, . . . , xnKK{px1 ´ a1, . . . , xn ´ anq

for elements ai P A.
(ii) The completion of the coordinate ring A “ krx1, . . . , xns{a with respect to the

maximal ideal m “ px̄1, . . . , x̄nq is

Â – kJx1, . . . , xnK{akJx1, . . . , xnK.

Proof. (i) Since A is Noetherian, a is finitely generated, say by a1, . . . , an. We
consider the exact sequence of finitely generated Arx1, . . . , xns-modules

0 // px1 ´ a1, . . . , xn ´ anq // Arx1, . . . , xns // A // 0

induced by the evaluation morphism Arx1, . . . , xns Ñ A sending xi to ai. Com-
pletion by the ideal b “ px1, . . . , xnq of Arx1, . . . , xns is exact by Proposition 3.17.
Further, the completion of A with respect to b coincides with the completion by a.

(ii) Consider the exact sequence of finitely generated krx1, . . . , xns-modules 0 Ñ
aÑ krx1, . . . , xns Ñ AÑ 0 and apply Proposition 3.17 as well as (i) from Propo-
sition 3.20. �

23. Example. Let us compute the completion of the ring krx, ys{py2 ´ x2 ´ x3q

localised at the maximal ideal px, yq, i.e. the ring OY,0, cf. Example 3.4. By the ex-
actness of localisation, pkrx, ys{py2´x2´x3qqpx,yq is isomorphic to krx, yspx,yq{py

2´

x2 ´ x3q (considering py2 ´ x2 ´ x3q as an ideal in krx, yspx,yq). By the previous
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corollary as well as Cohen’s structure theorem 3.2, the completion of krx, yspxyq is

kJx, yK whence ÔY,a – kJx, yK{py2 ´ x2 ´ x3q (considering now the extended ideal
py2 ´ x2 ´ x3q as an ideal in kJx, yK).

24. Theorem (Krull). Let A be a Noetherian ring, a an ideal of A, M a finitely

generated A-module and M̂ the a-completion of M ñ The kernel N “
Ş

ně0 a
nM

of the completion M Ñ M̂ consists of those x PM annihilated by some element of
1` a.

Proof. If p1´ aqx “ 0 for some a P a, then x “ ax “ a2x “ . . . P
Ş8

n“1 a
nM “ N .

Conversely, we note that the induced topology on N is trivial, i.e. N is the only
neighbourhood of 0 P N since N is the intersection of all neighbourhoods of 0 PM .
But it follows from Artin-Rees that this trivial topology coincides with the a-adic
topology of N . In particular, since aN is an open neighbourhood of 0, aN “ N .
Since A is Noetherian and M is finitely generated, so is N . By Cayley-Hamilton
(cf. Corollary 0.57), there exists a P a such that p1´ aqN “ 0. �

25. Remark.

(i) If S is the multiplicatively closed set 1`a, then the kernel of AÑ Â is precisely
the kernel of the natural map S´1AÑ A, cf. Exercise 1.90. Furthermore, for
any a P â, the Cauchy sequence

řn
i“0 a

i converges, namely to p1 ´ aq´1, so

that every element of S in becomes a unit in Â. By the universal property
of localisations 1.101, there exists a natural morphism S´1A Ñ Â which is
injective, and S´1A can be identified with a subring of Â.

(ii) Krull’s theorem may fail whenever A is not Noetherian. Consider, for instance,
C8pRq (cf. Example 0.88 (iv)). Let m be the maximal ideal of functions which
vanish at the origin. By Taylor’s theorem, m “ pxq and N “

Ş

mk consists
of functions whose derivative up to any order vanishes at the origin. Further,
f P C8pRq is annihilated by some element in 1 ` a if and only if f vanishes

identically near 0. However, the well-known function e´1{x2

lies in N , but
does not vanish for x ą 0.

There are two immediate corollaries.

26. Corollary. Let A be a Noetherian integral domain, and a ­“ p1q an ideal of
A ñ

Ş

an “ 0. In particular, the a-adic topology on A is Hausdorff.

Proof. Otherwise, there would be zerodivisors. �

27. Corollary. Let A be a Noetherian ring, a an ideal of A contained in J pAq,
and M be a finitely generated A-module. Then the a-topology of M is Hausdorff,
i.e.

Ş

anM “ 0. This applies in particular to the situation of a Noetherian local
ring pA,mq and the m-adic topology on M .

Proof. By Proposition 0.21 we know that any 1`a, a P a, must be a unit. Therefore
x ÞÑ p1` aq ¨ x has trivial kernel. �
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The associated graded ring. Our final goal is to show that the a-adic comple-
tion of a Noetherian ring is again Noetherian.

Let A be a ring and a an ideal of A. We define the associated graded ring by

GrapAq “
à

ně0

an{an`1

(with the convention a0 “ A). If the underlying ideal a is clear from the context we
also write simply GrpAq. This is indeed a graded ring with multiplication defined
as follows. If xn P a

n whose induced equivalence class in an{an`1 is denoted by x̄n,
then x̄mx̄n :“ xmxn. For example, if A is Noetherian, we have a “ px1, . . . , xrq.
Let x̄i be the image of xi in a{a2, then GrpAq “ pA{aqrx̄1, . . . , x̄rs. Similarly, if M
is an A-module with a-filtration pMnq, then we define

GrpMq :“
à

ně0

Mn{Mn`1.

This is a graded GrapAq-module. We let GrnpMq “Mn{Mn`1.

28. Proposition. Let A be a Noetherian ring, and let a be an ideal of A ñ

(i) GrapAq is Noetherian;

(ii) GrapAq and GrâpÂq are isomorphic as graded rings;
(iii) if M is a finitely generated A-module and pMnq is a stable a-filtration of M ,

then GrpMq is a finitely generated graded GrapAq-module.

Proof. (i) We have GrpAq “ pA{aqrx̄1, . . . , x̄rs for A is Noetherian. Since A{a is
Noetherian, GrpAq is Noetherian by the Hilbert basis theorem.

(ii) an{an`1 – ân{ân`1 by Proposition 3.20.

(iii) There exists n0 such that Mn0`i “ aiMn0
for all i ě 0, so that as an GrpAq-

module, GrpMq is generated by
À

nďn0
GrnpMq. Furthermore, each GrnpMq is

Noetherian and annihilated by a, therefore it is a finitely generated A{a-module.
Consequently,

À

nďn0
GrnpMq is a finitely generatedA{a-module. These generators

generate GrpMq as a GrpAq-module. �

29. Lemma. Let φ : M 1 Ñ M be a module morphism between filtered modules

with φpM 1
nq Ă Mn, and let Gpφq : GrpM 1q Ñ GrpMq and φ̂ : M̂ 1 Ñ M̂ be the

induced morphisms of the associated graded and completed groups ñ

(i) Gpφq is injective ñ φ̂ is injective;

(ii) Gpφq is surjective ñ φ̂ is surjective.

Proof. This is again a consequence of the Snake Lemma 0.49 and Proposition 3.11,
see [AtMa, Lemma 10.23]. �

This enables us to prove a kind of converse to item (iii) of the previous Proposition.

30. Proposition. Let A be a ring, a an ideal of A, M an A-module, and pMnq

an a-filtration of M . Suppose that A is complete in the a-topology and that M is
Hausdorff in its filtration topology (i.e.

Ş

Mn “ 0). Suppose also that GpMq is a
finitely generated GpAq-module ñ M is a finitely generated A-module.
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Proof. Let x̄i, 0 ď i ď ν, xi P Mni be the homogeneous components of degree ni
of the finite set of generators of GpMq. Let F i “ A be the module with stable
a-filtration given by F in “ an´ni and put F “

Àν
i“1 F

i – Aν . Mapping the
generator 1 P F i to xi defines a morphism φ : F ÑM of filtered groups (with Fn “
‘νi“0a

n´ni), for φpan´niq Ă an´niMni Ă Mn. By design, the induced morphism

of GpAq-modules Gpφq : GpF q Ñ GpMq is surjective. Hence φ̂ is surjective by the
lemma. Consider now the diagramm:

F

α
��

φ // M

β
��

F̂
φ̂ // M̂

Since F – Aν is free and A “ Â for A is complete it follows that α is an isomor-

phism. Further, β is injective for M is Hausdorff. Now the surjectivity of φ̂ implies
the surjectivity of φ, and in particular that M is finitely generated. �

31. Corollary. Under the assumptions of the previous proposition, if GpMq is a
Noetherian GpAq-module ñ M is a Noetherian A-module.

Proof. We show that every submodule M 1 of M is finitely generated. Indeed, let
M 1
n “M 1 XMn. Then pM 1

nq is an a-filtration of M 1, and the inclusion M 1
n ãÑMn

induces an injection M 1
n{M

1
n`1 Ñ Mn{Mn`1 and thus an embedding GpM 1q Ñ

GpMq. Since GpMq is Noetherian by assumption, GpM 1q is finitely generated.
Further,

Ş

M 1
n Ă

Ş

Mn “ 0 so that M 1 is Hausdorff. It follows from the previous
proposition that M 1 is finitely generated. �

This finally induces the desired result:

32. Theorem (the a-adic completion of a Noetherian ring is again Noe-

therian). Let A be a Noetherian ring, a an ideal, and Â the a-adic completion ñ

Â is Noetherian.

Proof. In general, a ring is Noetherian if and only if it is Noetherian regarded as
a module over itself. We have already seen that GrapAq “ GrâpÂq is Noetherian,

that is, setting M “ Â and Mn “ an, GrpMq is a Noetherian GrâpÂq-module. Now

Â is Hausdorff being a complete space so that
Ş

an “
Ş

Mn “ t0u. Applying the
previous corollary gives the result. �

From this and Example 3.7 we get another proof for Exercise 0.105.

33. Corollary. If A is Noetherian, then so is the ring of formal power series
AJx1, . . . , xnK.
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3.2. Dimension. Next we investigate one of the essential notions of geometry: the
dimension. Geometrically, we think of the dimension of a variety as the number
of linearly independent “coordinates” or “degrees of freedom”. However, one can
define dimension in a purely topological context.

34. Definition. If X is a topological space, then we define its dimension dimX
to be the supremum of all integers n such that there exists a chain Z0 Ĺ Z1 Ĺ

. . . Ĺ Zn of distinct irreducible closed subsets of X. We define the dimension of a
variety to be its dimension as a topological space. The codimension of Y Ă X
is defined by codimX Y “ dimX ´ dimY . If X “ An we simply write codimY .

35. Examples. The affine space A1
C has dimension 1 (take the chain t0u Ă A1

C).
For general topological spaces this notion of dimension can be quite pathological. In
particular, a topological space can be of finite dimension without being Noetherian,
and conversely, a Noetherian space can be of infinite dimension.

(i) C with its standard Euclidean topology has dimension 0 (the only irreducible
sets are points). Of course, C is not Noetherian (consider, for instance, the
sequence of closed balls Z1 “ tz P C | |z| ď 1u Ľ Z2 “ tz P C | |z| ď 1{2u Ľ
. . . Ľ Zntz P C | |z| ď 1{nu Ľ . . ..

(ii) Consider X “ tu, vu a two element set with topology defined by the open sets
H, U “ tuu and X. This has dimX “ 1 (with Z0 “ tvu Ă Z1 “ X), while
dimU “ 0 (with Z0 “ U – note that U is closed in its subspace topology)
even though Ū “ X, i.e. U is open and dense.

(iii) X “ N with closed sets Zn “ t0, . . . , nu. This is clearly Noetherian. Furthe-
more, the sets Zn are irreducible, for if Zn “ Y0 Y Y1 and n P Y0, say, then
Y0 “ t0, . . . , nu “ Zn. Thus there exists an infinite chain Z0 Ĺ Z1 Ĺ . . ..

Dimension is a local notion:

36. Proposition (topological dimension is local) [Ha, Exer. I.1.10 (b)]. If
X is a topological space which is covered by a family of open subsets tUiuiPI , then
dimX “ supiPI dimUi.

Proof. Since Ui Ă X we obviously have dimUi ď dimX, whence supiPI dimUi ď
dimX. Conversely, let Z0 Ĺ . . . Ĺ Zn be a chain of closed, irreducible subsets of X.
Let U “ Ui be an open set of the family such that Z0XU ­“ H (such an i obviously
exists, for the family tUiu covers X). In particular, Vj :“ Zj X U ­“ H so that by
Proposition 1.13, Vj is an open, dense, irreducible subset of Zj . If Vj “ Vj`1, then
V̄j “ Zj “ V̄j`1 “ Zj`1 which is impossible, so that we get a chain V0 Ĺ . . . Ĺ Vn
of closed sets in U . Since the subspace topology of Vj via the inclusion U Ă X and
Zj Ă X coincides, Vj is also irreducible in U , whence n ď dimU ď supiPI dimUi.
Since the chain was arbitrary, dimX ď supiPI dimUi. �

37. Exercise (dimension of closed subspaces). If X is a finite dimensional
irreducible topological space, and Y Ă X is closed with dimY “ dimX ñ Y “ X.

Proof. Since Y is finite dimensional, there exists a chain Z0 Ĺ . . . Ĺ Zn of closed
irreducible subsets of Y with n “ dimY . If Y Ĺ X we could add X to this chain
and conclude that dimX ą dimY . �
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Next we come to the algebraic description of dimension.

38. Definition (height of a prime ideal and dimension of a ring). The
codimension or height of a prime ideal p in A is the supremum of lengths of
strict chains of prime ideals p0 Ă p1 Ă . . . Ă pr “ p which end at p. The (Krull)
dimension dimA of A is the supremum of heights of all prime ideals, i.e. lengths
of strict chains of prime ideals p0 Ĺ p1 Ĺ . . . Ĺ pn, i.e.

dimA “ sup
pĂA prim

height p.

39. Remark.

(i) Note that possibly dimA “ 8.
(ii) Since a maximal chain necessarily ends with a maximal ideal we have dimA “

suppĂA max heightm.

A field k has obviously dimension 0. More generally, we have

40. Proposition. A ring A is Artinian ô A is Noetherian and dimA “ 0.

Proof. ñ) By Exercise 0.99, an Artinian ring A has necessarily dimension 0. Fur-
thermore, since it has only finitely many maximal ideals by Exercise 0.101, it is
enough to show by Remark 1.117 that every localisation Am is Noetherian. Now
Am is a local Artinian ring. Consider the direct sum of k “ A{m vector spaces
A – A{m

À

mi{mi`1. Since m is nilpotent by Exercise 0.100, this direct sum is
finite and we conclude that A is Noetherian as a direct sum of Noetherian modules.

ð) Since A is Noetherian it has only a finite number of minimal prime ideals over
p0q. Since dimA “ 0, these must be all maximal. In particular, the nilradical is
the intersection of finitely many maximal ideals mi, and it follows that the product
ś

mki “ 0 for some k. As for ñ) we can consider the chain of ideals A Ą m1 Ą

m1 ¨ m2 Ą . . . Ą p0q (repeating some maximal ideals if necessary) and the vector
spaces m1 ¨ . . . ¨ mi´1{m1 ¨ . . . ¨ mi to conclude that A is Artinian (cf. also [AtMa,
Corollary 6.11]). �

41. Remark. In particular, we have

field +3 Artinian +3 Noetherian

Zero dimensional rings are marked in red. The coordinate ring ApXq of an affine
variety is Artinian if and only if X is a finite collection of points (cf. also [GaCA,
Remark 7.15]).

Here are further examples.

42. Example.

(i) dim krxs “ 1. Indeed, p0q is a prime ideal, and since krxs is a principal ideal
domain, any non-trivial prime ideal is maximal. More generally, dimA “ 1
for any principal ideal domain which are not fields.

(ii) It follows that dimZ “ 1 but dimQ “ 0. In particular, we cannot conclude
dimA ď dimB for A Ă B.
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(iii) The dimension of a point a P A1 is obviously 0 so that its codimension is 1.
On the other hand, the height of its associated maximal ideal px´ aq in krxs
also equals 1.

(iv) By Exercise 1.107 and the fact that Ap is a local ring with unique maximal
ideal pe (the extension given with respect to the localisation map A Ñ Ap),
cf. Proposition 1.100,

height p “ dimAp “ height pe.

Geometrically, this is just the codimension of the affine variety Zppq Ă SpecA
as we will see below.

(v) Again, finite dimension of a ring is not related to A being Noetherian or not.
Indeed, an example of a Noetherian ring of infinite dimension is for instance
given in [Re, Section 9.4 (3)], while an example of a ring of finite dimension
which is not Noetherian is given by an infinite direct product of fields. This
defines a ring which is not Noetherian, though one can show that it is of Krull
dimension 0.s

43. Proposition (algebraic dimension is “local”) [GaCA, 11.5.c]. The
dimension is local in the sense that

dimA “ sup
pĂA prime

dimAp “ sup
pĂA maximal

height p

“ sup
mĂA maximal

dimAm “ sup
mĂA maximal

heightm

(this is the algebraic statement corresponding to Proposition 3.36).

Proof. Exercise 1.107 shows that height p “ height pe (recall that for a general
prime ideal p, SpecAp “ tq P SpecA | q Ă pu). Since dimA is the supremum over
all heights, the result follows from Example 3.42. �

The first item of Example 3.42 shows that the Krull dimension of krxs equals its
topological dimension. This is not an accident, and we are going to make contact
with geometry next.

44. Proposition (algebraic and toplogical dimension) [Ha, I.1.7]. If X Ă An
is an affine algebraic set, then the (topological) dimension of X equals the (Krull)
dimension of its affine coordinate ring ApXq.

Proof. The prime ideals in ApXq “ Arns{IpXq correspond to prime ideals in Arns
which contain IpXq, that is, to closed irreducible subsets of X, cf. Exercise 1.28.
Hence the longest strict chain of closed irreducible subsets of X corresponds to the
longest strict chain of prime ideals in ApXq. �

While this definition of the dimension of a ring easily relates to its toplogical coun-
terpart, the actual computation of dimension is difficult. One of the reasons is that
different maximal chains can have different lengths.

45. Example. Consider the affine variety X “ Zpx1x3, x2x3q “ Zpx1, x2q Y

Zpx3q Ă A3 which is the union of the x1x2-plane Zpx3q and the x3-line X3 :“
Zpx1, x2q (note that Zpx1, x3q and Zpx2, x3q are contained in Zpx3q). Here, the
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dimension is 2 though the chain p “ IpX3q “ px3q Ă mp0,0,1q “ Iptp0, 0, 1quq is
maximal – the x3-axis defines a lower dimensional stratum, see Figure 3.17 below.

Figure 17. Different chains of prime ideals in X

46. Exercise (height and number of generators) [Ha, I.1.11]. Let X Ă A3
k

be the curve given by the set tpt3, t4, t5q | t P ku. Show that IpXq is a prime ideal
of height 2 in krx, y, zs which cannot be generated by 2 elements.

Remark: One says that X is not a local complete intersection, cf. Exercise 3.72.

The goal of this subsection is to show the following

47. Theorem [Ha, I.1.8A]. Let k be a field, and A a finitely generated k-algebra
which is an integral domain. Then

(i) the dimension of A is equal to the transcendence degree of the field extension
k Ă QuotA (cf. Definition B.11):

dimA “ trdegkQuotA.

(ii) for any prime ideal p Ă A, we have

height p` dimA{p “ dimAp ` dimA{p “ dimA. (6)

48. Remark. One part of (6) is easy and holds in general. Let p Ă A be a prime
ideal, and let n :“ dimA{p, m “ height p “ dimAp. Hence there are chains of
prime ideals p0 Ĺ . . . Ĺ pm “ p and p “ q0 Ĺ . . . Ĺ qn in A which give a chain of
prime ideals of length m` n. Therefore,

dimA ě n`m “ dimA{p` height p.

Note, however, that unless A is integral, this inequality is strict in general. An
easy example can be obtained by geometric reasoning, cf. Example 3.45. The point
a “ p0, 0, 1q P X gives rise to the maximal ideal ma in the two dimensional ring
ApXq. However, a is also in X3 which is irreducible so that IpX3q Ă ma is a
maximal chain ending at ma (where by abuse of notation, we denote by IpX3q

also the ideal of functions in ApXq vanishing on X3). Since ApXq is not integral,
p0q is not a prime ideal, hence the height of ma “ 1. As a field ApXq{ma is zero
dimensional, whence 2 “ dimApXq ą dimApXq{ma ` heightma “ 1.
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49. Example. The geometric idea underlying Theorem 3.47 becomes clear if we
consider the special case of A “ Arns “ krx1, . . . , xns. Then QuotA “ kpx1, . . . , xnq
whose transcendence degree is n. In this way, the dimension becomes the maximal
number of algebraically independent generating functions – the common idea of
dimension as the number of degrees of freedom.

50. Corollary (dimension of affine varieties) [Ha, I.1.9]. The dimension of
An is n. Further, if X “ Zppq Ă An is any affine variety defined by the prime ideal
p, then

codimX “ height p.

Proof. The transcendence degree of QuotApAnq “ kpx1, . . . , xnq is just n which by
the previous theorem equals the dimension of ApAnq “ krx1, . . . , xns. By Proposi-
tion 3.44, this is the dimension of An. Next height p “ dimAn ´ dimX “ codimX
for p “ IpXq and dimApXq “ dimArns{IpXq. �

51. Corollary (dimension of projective varieties) [Ha, Exer. I.2.6]. If
X is a projective variety with homogeneous coordinate ring SpXq, then dimX “

dimSpXq ´ 1. In particular, dimPn “ n.

Proof. We consider the standard affine covering Ui of Pn together with the maps
ϕi : Ui Ñ An. Let Xi “ XXUi and assume Xi ­“ H. Since the localisation SpXqxi
is generated by polynomials of the form f{xdi , we have SpXqxi “ SpXqpxiqrxi, x

´1
i s

(recall that SpXqpxiq is the degree 0 part of SpXqxi , cf. Paragraph 1.155). Thus,
by Lemma 1.157 we have

SpXqxi “ ApϕipXiqqrxi, x
´1
i s.

On the other hand, SpXq and SpXqxi are integral domains, whence QuotSpXq “
QuotSpXqxi “ QuotApϕipXiqqpxiq and therefore

dimSpXq “ dimSpXqxi “ dimApϕipXiqq ` 1 “ dimXi ` 1

by Theorem 3.47. It follows that either Xi “ H, or dimXi “ dimSpXq ´ 1. By
Proposition 3.36, dimX “ dimXi “ dimSpXq ´ 1 for the Xi ­“ H cover X. �

52. Corollary [Ha, Exer. I.3.12]. If X is a variety and a P X, then dimOX,a “

dimX. In particular, dimension is a birational invariant.

Proof. First assume that X is affine. Then OX,a “ ApXqma is a local ring with
maximal ideal mea its dimension equals heightmea “ heightma. Therefore

dimOX,a “ heightma “ dimApXq ´ dimA{ma “ dimApXq “ dimX,

for A{ma is a field, hence 0-dimensional.

If X is projective consider Xi “ X X Ui for the open cover Ui of Pn. By the proof
of Corollary 3.?? we know that dimXi “ dimX unless Xi “ H. Since the Xi are
affine taking an i with a P Xi reduces the assertion to the affine case. �

53. Remark. Since the stalk OX,a is determined by any open set containing a,
we see that dimU “ dimX for any open subset U of a variety X.

54. Exercise (dimension of the twisted cubic curve) [Ha, I.1.2]. Let X be
the twisted cubic curve X Ă A3

k given as a set by X “ tpt, t2, t3q | t P ku. Show
that dimX “ 1.
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Next we start with the preparations of the proof of Theorem 3.47. If we assume that
all maximal chains have the same length (cf. Example 3.45) the situation becomes
particularly nice:

55. Lemma (dimension of localisations) [GaCA, 11.6]. Let A be a ring of
finite dimension so that all maximal chains of prime ideals have the same length.
Let p Ă A be a prime ideal. Then

(i) the quotient ring A{p has also finite dimension, and all maximal chains of
prime ideals have the same length;

(ii) dimA “ dimA{p` height p;
(iii) dimAp “ dimA if p is maximal.

56. Example. In particular, these assumptions are satisfied for the polynomial
ring A “ krx1, . . . , xns as we will see in Lemma 3.59.

Proof. The prime ideals in the integral domain A{p correspond to prime ideals
in A which contain p. In particular, any increasing chain of prime ideals in A{p
corresponds to a chain of prime ideals in A. Since dimA ă 8, the length of
this chain is bounded, and so is its image in A{p, the original chain we started
with. Now if the chain pi in A{p is maximal it necessarily starts at the prime
ideal p0̄q, hence the lifted chain q0 Ĺ . . . Ĺ qn in A starts at p, i.e. q0 “ p.
Completing qi into a maximal chain r0 Ĺ . . . Ĺ rm “ p Ĺ q1 . . . qn shows that
dimA “ m ` n, height p ě m and dimA{p ě n. However, by Remark 3.48 we
have dimA ě dimA{p` height p ě dimA. Hence we have equality. Finally, if p is
maximal, then dimA “ height p which equals dimAp by Example 3.42. �

57. Remark. As for completion one can show that if pA,mq is a local Noetherian

ring, then for its m-adic completion Â we have dimA “ dim Â (see [AtMa, Corollary
11.19]). In particular, it follows from Corollary 3.52 that if a P X and b P Y are
two analytically isomorphic points (cf. Definition 3.3) of two varieties X and Y ñ
dimX “ dimY .

We are now in a position to prove rigourosly what we have already pointed out in
Remark 1.34, namely, that the number of algebraically independent elements of a
finitely generated k-algebra B equals just its dimension, cf. Noether’s normalisation
lemma Theorem 1.33. This follows immediately from two further lemmata:

58. Lemma (invariance of dimension under integral ring extension). For
any integral ring extension A Ă B we have dimB “ dimA.

Proof. dimA ď dimB: Let p0 Ĺ . . . Ĺ pn be a strict chain of prime ideals in A.
By lying over for p0 (cf. Theorem 2.26) and successive application of going-up for
p1, . . . , pn (cf. Theorem 2.27) we obtain a strict chain of prime ideals in B.

dimA ě dimB: Conversely, let q0 Ĺ . . . Ĺ qn be a strict chain of prime ideals
in B. Contraction with A yields a chain of prime ideals in A which is strict by
incompatibility (cf. Remark 2.31). �

Geometrically, this means that for any affine variety there exists a map X Ñ An
with finite fibers and such that n “ dimX.

59. Lemma (dimension of polynomial rings) [GaCA, 11.9]. Let k be a (not
necessarily algebraically) closed field, and let n P N ñ
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(i) dim krx1, . . . , xns “ n;
(ii) all maximal chains of prime ideals in krx1, . . . , xns have length n.

Proof. We prove both statements by induction on n. The cases n “ 0 and n “ 1
are easy and were discussed above.

So let n ě 2 and let q0 Ĺ . . . Ĺ qm be a strict chain of prime ideals in krx1, . . . , xns.
We wish to show that m ď n with equality ô the chain is maximal. Without loss
of generality we can assume by asserting additional prime ideals if necessary that

(i) q0 “ p0q;
(ii) q1 “ pfq for f P krx1, . . . , xns irreducible by taking q1 to be a minimal prime

over p0q (q1 must have at least one irreducible generator which we can take
as f – krx1, . . . , xns is factorial!);

(iii) qm is maximal.

As in the proof of Noether Normalisation we may assume, by linearly transforming
the coordinates x1, . . . , xn if necessary, that f P krx1, . . . , xn´1srxns is monic in xn.
It follows that the ring extension

krx1, . . . , xn´1s Ñ krx1, . . . , xn´1srxns{pfq “ krx1, . . . , xns{q1 (7)

is integral by Proposition 2.5. We can now push down the strict chain q1 Ĺ . . . Ĺ qm
of krx1, . . . , xns to a chain p1 “ p0q Ĺ . . . Ĺ pm in krx1, . . . , xn´1s by first extending
qi, i ě 1 via the projection map krx1, . . . , xns Ñ krx1, . . . , xns{q1. In particular,
this maps q1 to p0q, q2 to q2{q1 etc. Second, we contract with respect to the integral
ring extension (7). This chain is strict by incompatibility, cf. Remark 2.31. It is also
maximal if the chain qi is maximal, for pm is maximal by Corollary 2.25 (i). If we
could insert some prime ideal p into the chain pi this would be covered by a prime
ideal q by [GaCA, Exercise 10.8] strictly extending the chain qi in contradiction to
its maximality.

By induction hypothesis, the length of the chain pi which is m ´ 1 is ď n ´ 1
with equality ô the chain is maximal. Hence m ď n with equality ô the chain is
maximal. �

60. Corollary [GaCA, 11.12]. Any finitely generated k-algebra A is of finite
dimension (compare this with the case of Noetherian rings!). Furthermore, if A is
integral ñ

(i) every maximal chain of prime ideals in A has length dimA;
(ii) for any prime ideal p of A, dimA “ dimA{p ` height p. In particular, this

proves (ii) of Theorem 3.47.

Proof. By Noether Normalisation we know that A is a finite, hence an integral
extension of krx1, . . . , xns for some n so that dimA “ n. Furthermore, if A is
integral ñ A “ krx1, . . . , xms{q for some m and q prime. Hence we can apply
Lemma 3.55. �

61. Example. Let X be an affine variety ñ the localisations ApXqm all have
the same dimension dimApXqm “ heightm. Moreover, let Y be a subvariety of
X. Hence Y corresponds to some prime ideal p in ApXq, and ApY q – ApXq{p.
Therefore, dimY “ dimX ´ height p so that dimX “ dimY ` codimY as one
would expect from any reasonable definition of dimension.

Next we prove part (i) of Theorem 3.47:
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Proof. (of Theorem 3.47). By Noether Normalisation we have a finite ring extension
krx1, . . . , xns Ă A with n “ dimA. In particular, the field extension kpx1, . . . , xnq Ă
QuotA is algebraic. Indeed, any given a, b P A are integral over krx1, . . . , xns and
thus algebraic over kpx1, . . . , xnq. It follows that kpx1, . . . , xnq Ă kpx1, . . . , xnqpa, bq
must be an algebraic (in fact finite) field extension. In particular, a{b is algebraic
over kpx1, . . . , xnq (algebraic numbers form a field). Therefore, trdegkQuotA “

trdegkkpx1, . . . , xnq “ n “ dimA. �

Finally, we want to study the minimal number of generators of a prime ideal, and
how this relates to its height. If p corresponds to an affine variety X Ă An we
would expect that height p equals the codimension of X which, on the other hand,
should equal the minimal number of equations one needs to define X. This will be
indeed the case (at least for hypersurfaces) as shown by Proposition 3.67 which will
be a consequence of Krull’s theorem 3.63.

For the next lemma recall that an ideal q is called primary if a ¨ b P q implies a P q
or b P

?
q. If

?
q “ p, then q is called p-primary. This is the smallest prime ideal

containing q, see Proposition and Definition 1.121.

62. Lemma [GaCA, 11.14]. Let p be a prime ideal in A. For n P N consider the
so-called n-th symbolic power of p, namely

ppnq :“ ta P A | ab P pn for some b P Azpu.

Then

(i) pn Ă ppnq Ă p and ppn`1q Ă ppnq;
(ii) ppnq is p-primary;
(iii) ppnqAp “ pnAp.

Proof. (i) The inclusion pn Ă ppnq follows from taking b “ 1. Next, let a P ppnq.
If ab P pn Ă p, then a P p for p is prime. Finally, the inclusion ppn`1q Ă ppnq is
obvious.

(ii) From (i) it follows that
a

ppnq “ p “
?
pn. It remains to show that ppnq is

primary. So let ab P ppnq , that is, abc P pn for some c P Azp. If b R
a

ppnq “ p, then
bc R p, thus a P ppnq by the definition of ppnq.

(iii) From (i) the inclusion pnAp Ă ppnqAp is obvious. So let a{s P ppnqAp, where

a P ppnq and s P Sp “ Azp. There exists b P Sp such that ab P pn, whence
a{s “ ab{cb P pnAp. �

63. Theorem (Krull’s principal ideal theorem) [GaCA, 11.15]. Let A be a
Noetherian ring, and let a P A. Then every minimal prime ideal p over paq satisfies
height p ď 1.

Proof. We may assume that paq is not prime and that height p ą 0 for otherwise the
assertion is trivial. Let q1 Ă q Ĺ p be a chain of prime ideals. We have to show that
q1 “ q. By the usual properties of the spectrum of rings we may first pass to the
quotient A{q and then localise with respect to the extension pe. This reduces the
assertion to the following statement: Consider an integral local ring pA,mq where
m is a minimal prime over a P A. If there is a prime ideal q Ĺ m ñ q “ 0.

Step 1. We show that qpnq Ă qpn`1q ` paq for some n. As a quotient ring of
A, A{paq is Noetherian. Further, dimA{paq “ 0 for me is a minimal prime over
p0̄q Ă A{paq. It follows that A is Artinian (cf. Example 3.42 (i)). In particular, the
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descending chain pqp0q`paqq{paq Ľ pqp1q`paqq{paq Ľ . . . of ideals in A{paq becomes
stationary. Hence qpnq Ă qpnq ` paq “ qpn`1q ` paq for some n.

Step 2. qpnq “ qpn`1q`mqpnq. Only the inclusion Ă requires proof. So let b P qpnq.
By the first step, b “ q ` ar for some q P qpn`1q Ă qpnq and r P A. It follows that
ar “ b ´ q P qpnq so that there exists c P Azq with car P qn. But a R q Ă m for
m was a minimal prime, whence ac R q and therefore r P qpnq. Hence b “ c ` ar P
qpn`1q `mqpnq.

Step 3. Conclusion of the proof. Passing to the quotient in Step 2 gives qpnq{qpn`1q “

mqpnq{qpn`1q. Since the modules are finitely generated this implies qpnq{qpn`1q “ 0
by Nakayama’s lemma 0.60. Hence qpnq “ qpn`1q so that by Lemma 3.62, qpnqAq “

qpn`1qAq “ pqAqqq
pnqAq. Since qAq “ qe is the maximal ideal of the local ring Aq,

Nakayama’s lemma implies again qpnqAq “ p0q. Since the localisation map AÑ Aq

is injective (A is integral) this can only happen if qpnq “ qn “ 0. But this implies
q “ 0 again by integrality of A.

�

64. Exercise [GaCA, 11.16]. Let n ‰ 2 and p0 Ĺ p1 Ĺ . . . Ĺ pn be a chain of
prime ideals in a Noetherian ring A. If a P pn ñ there exists a chain of prime
ideals p0 Ĺ p11 Ĺ . . . Ĺ p1n´1 Ĺ pn with a P p11.

Proof. We proceed by induction. Let n “ 2 and consider the strict chain p0 Ĺ p1 Ĺ

p2 “ p. In particular, height p ě 2. The assertion is trivial if a P p0, so assume
otherwise. Then 0 ­“ ā P p{p0 Ă A{p0 which is an integral ring. Let q Ă p{p0

be a minimal prime in A{p0 containing ā (existence of q essentially follows from
Exercise 0.4). If q “ p{p0, then p would be minimal over a in A. By Krull’s
theorem 3.63 we would have height p ď 1, a contradiction. Hence p0 Ĺ pp0, aq Ĺ
qc Ĺ p so that p11 “ qc does the job.

Next let n ě 3 and assume the assertion to be true for n´1. Given the strict chain
p0 Ĺ p1 Ĺ . . . Ĺ pn “ p we apply the induction hypothesis to pi, i ě 1. This yields
a chain p0 Ĺ p1 Ĺ p12 Ĺ . . . Ĺ p1n´1 Ĺ pn with a P p12. Applying now the first step
to the sequence p0 Ĺ p1 Ĺ p12 gives p0 Ĺ p11 Ĺ p12 with a P p11. �

The following corollary gives a handy criterion for when equality holds in Theo-
rem 3.63:

65. Corollary [GaCA, 11.19]. If A is a Noetherian ring and a P A is not a
zerodivisor ñ height p “ 1 for every minimal prime p containing paq.

Proof. By Theorem 1.126 we know that the minimal primes pi over the zero ideal
p0q are of the form

?
0 : bi for some bi P A (the radical of the annihilator of pbiq). If

a P pi for some i ñ there exists a (minimal) r P N such that arbi “ apar´1biq “ 0.
Since a is not a zerodivisor we have ar´1bi “ 0 in contradiction to the minimality
of r. So a R pi for all i. But a P p so that p is not minimal over 0. It therefore
strictly contains a prime ideal pi Ĺ p. Hence height p ě 1. Since ď 1 by Krull’s
theorem 3.63 we have equality. �
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66. Example. Consider X˘ “ Zpx2 ` y2 ˘ 1q Ă A2
R. Since the ideal p˘ “

px2 ` y2 ˘ 1q is prime, we have

dimApX˘q “ dimRrx, ys ´ height p˘ “ 2´ 1 “ 1

where a part from the previous Corollary we also used Lemmata 3..55 and 59. Note,
however, that Zpp`q “ H which shows again that doing algebraic geometry over
nonalgebraically closed field can lead to surprising phenomena.

Geometrically, the previous result means that any irreducible component of Zpgq,
g P krx1, . . . , xns has codimension 1, for p “ pfq “ IpXq is a prime ideal in the
UFD Arns if f is irreducible. Hence height p “ codimZpfq “ 1. The converse is
also true. Indeed, we have the

67. Proposition [Ha, I.1.13]. An affine variety X Ă An has dimension n´ 1 ô
X “ Zpfq for some nonconstant, irreducible polynomial in Arns “ krx1, . . . , xns.

Proof. We only need to prove ñ). We use the following classical fact from com-
mutative algebra: A noetherian integral domain A is a UFD ô every prime ideal
of height 1 is principal (see for instance [Ma, Theorem 20.1]). Since p “ IpXq
has height “ codimX “ 1, p “ pfq is prinicpal. Since Arns is a UFD, f must be
irreducible. �

More generally, we have the

68. Corollary [GaCA, 11.17]. Let A be a Noetherian ring, and let a1, . . . , an P
A. Then every minimal prime ideal p over pa1, . . . , anq (in particular, if p “
pa1, . . . , anq is prime) satisfies height p ď n.

Proof. We proceed by induction over n. For n “ 1 the assertion reduces to Theo-
rem 3.63. For n ě 2 let p0 Ĺ . . . Ĺ pm “ p be a strict chain of prime ideals ending
at p. By Exercise 3.64 we may assume that an P p1 up to changing the ideals
p1, . . . , pm. The extended sequence p1 Ĺ . . . Ĺ pm in the Noetherian ring A{panq
has length m ´ 1, and pm is minimal over pā1, . . . , ān´1q in A{panq. By induction
hypothesis it follows that m ´ 1 ď height pm ď n ´ 1 which implies that m ď n.
Since the initial sequence pi was arbitrary this implies height p ď n. �

69. Remark. If A “ ApXq is the coordinate ring of an algebraic set X Ă An
with IpXq “ pf1, . . . , frq, then the irreducible components of X correspond to the
minimal primes containing pf1, . . . , frq. It follows from Corollary 3.68 that the
codimension of these irreducible components is at most r, that is, their dimension
is at least n´ r. As Exercise 3.46 shows that strict inequality can occur.

70. Exercise (intersection with hypersurfaces) [Ha, I.1.8]. Let X Ă An
be an affine variety of dimension r. Further, let H Ă An be a hypersurface (i.e.
codimH “ 1) such that X is not contained in H ñ Every irreducible component
of X XH has dimension r ´ 1.

71. Exercise (hypersurfaces in Pn) [Ha, I.2.8]. A projective variety X Ă

Pn is a hypersurface (i.e. codimX “ 1) ô X “ Zpfq where f is an irreducible
homogeneous polynomial of positive degree.

72. Exercise (complete intersections) [Ha, I.2.17 (a) and (b)]. A variety
X Ă Pn of dimension r is a complete intersection if IpXq can be generated by
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n´ r elements. X is a set theoretic complete intersection if X can be written
as the intersection of n´ r hypersurfaces.

(i) Let X “ Zpaq Ă Pn, and suppose that a can be generated by q elements ñ
dimX ě n´ q.

(ii) Show that a strict complete intersection is a set theoretic complete intersection.

Remark: The converse is false, that is, there a set theoretic complete intersections
which are not complete intersections, see for instance [Ha, I.2.17 (c)]

3.3. Smoothness. The notion of smoothness is modelled on the corresponding no-
tion of differentiable manifolds. It will also provide us with yet another (geometric)
way to express the dimension of a variety.

73. Construction (tangent spaces). Let X Ă An be an affine variety,
Arns “ krx1, . . . , xns, and let a “ pa1, . . . , anq P X. Consider the linear change
of coordinates yi :“ xi´ ai for which a becomes the origin. The formal differential
map is defined by

d : krx1, . . . , xns Ñ kry1, . . . , yns, daf “
n
ÿ

i“1

Bf

Bxi
paqyi,

where Bf{Bxi denotes the formal derivative of the polynomial f . In this way we
can think of df as the linearisation of f . We can regard daf as a linear function on
Ank sending b “ pb1, . . . , bnq to

ř

Bifpaqbi, i.e. daf P k
n_. We define the tangent

space of X at a by

TaX :“ Zptdaf | f P IpXquq Ă kn.

Here we write kn since we think of a as specifying a prefered origin of Ank . Note in
passing that the annihilator of TaX Ă kn, namely N_TaX “ tλ P kn_ | λ|TaX “
0u Ă kn_ is just

N_TaX “ tdaf | f P IpXqu (8)

so that TaX “ ZpN_TaXq. The inclusion Ą is clear. On the other hand, let
dimktdaf | f P IpXqu “ r. Then dimk TaX “ n ´ r whence dimkN

_TaX “ r.
Since both vector spaces have the same dimension, they must be equal.

74. Remark.

(i) One immediately verifies the derivation property (“Leibniz rule”), namely

dapfgq “ fpaqdag ` gpaqdaf.

(ii) As the formal differential is a k-linear operator, it is enough to compute df
for a generating system of IpXq. Moreover, TaX is a k-vector space as the
solution of a linear system.

75. Example. Consider X “ Zpx2
1 ` x2

2 ´ 1q Ă A2
R. Then f “ x2

1 ` x2
2 ´ 1

generates IpXq, and daf “ 2pa1y1` a2y2q if a “ pa1, a2q. In particular, we find for
a “ p1, 0q that TaX “ Zpdafq “ ty1 ” 1u in accordance with our intuitive idea of
the tangent space of the circle at a.

In order to define tangent spaces on (abstract) varieties we need an intrinsic, i.e.
coordinatefree description of the tangent space.

76. Proposition [GaCA, 11.34]. Let X Ă An be an affine variety, and let a P X.
If IpXq Ă ma is the maximal ideal of a in ApXq ñ the k-linear map defined by

ma Ñ T_a X :“ HomkpTaX, kq, f̄ ÞÑ daf |TaX ,
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where f̄ P ApXq denotes the equivalence class of f P krx1, . . . , xns in ApXq, induces
an isomorphism

TaX
_ – ma{m

2
a.

Proof. Since by design, daf |TaX ” 0 for f P IpXq , the map is well-defined. Fur-
thermore, we may assume by choosing the initial coordinates x1, . . . , xn accordingly
that a “ p0, . . . , 0q P kn – Ank . In particular, yi “ xi and ma “ px̄1, . . . , x̄nq in
ApXq. Now x̄i is sent to daxi|TaX “ xi|TaX . Since any linear functional TaX Ñ k
is a linear combination of the xi|TaX , the map ma Ñ HomkpTaX, kq must be sur-
jective. It remains to show that the kernel equals m2

a.

m2
a Ă ker: m2

a is generated by x̄ix̄j , so dapx̄ix̄jq “ x̄ipaqdax̄j ` x̄jpaqdax̄i “ 0.

m2
a Ą ker: For f P ma assume that daf |TaX ” 0 so that daf P N

_TaX. By (8)
there is g P IpXq such that daf “ dag, that is, f ´ g P krx1, . . . , xns has no linear
term; it has no constant term for fpaq “ gpaq “ 0. Hence f ´ g “

ř

aij x̄ix̄j `
higher order terms “ f̄ which means that f̄ P m2

a. �

77. Remark. Tangent spaces of affine varieties can be computed from purely
local data. Indeed, let a P X and consider the local ring pOX,a,m

e
aq (cf. Propo-

sition 1.100), where mea is the extension of the corresponding maximal ideal of
a in ApXq under ApXq Ñ ApXqma “ OX,a. Now TaX – pma{m

2
aq
_ naturally

for TaX is a finite dimensional k “ ApXqma{m
e
a-vector space. Since elements in

Sma “ ApXqzma are invertible in k, ma{m
2
a – S´1

mapma{m
2
aq by Proposition 1.110.

In turn, the latter module is isomorphic with S´1
mama{S

´1
mam

2
a – mea{m

e2
a . Hence

TaX – pmea{m
e2
a q
_, and we can take this as an intrinsic definition for TaX on any

(not necessarily affine) variety (restrict to an affine neighbourhood if necessary).

Let us now discuss the algebraic side of smoothness and associate to any Noetherian
local ring pA,mq the finite dimensional k “ A{m-vector space m{m2. We want to
compare its dimension with the dimension of the ring.

78. Proposition [GaCA, 11.36]. Let pA,mq be a local Noetherian ring, and let
k “ A{m.

(i) The number dimk m{m
2 is the minimal number of generators for the ideal m.

(ii) dimA ď dimk m{m
2 ă 8.

Proof. Since A is Noetherian, there is a finite minimal number n of generators of
m.

(i) Let m “ px1, . . . , xnq. Then the x̄i generate m{m2 as a k vector space so that
n ě N :“ dimk m{m

2. If x̄1, . . . , x̄n were linearly dependent, then after relabel-
ing, x̄1, . . . , x̄n´1 would still generate m{m2 which by the Corollary to Nakayama’s
lemma 0.61 (with M “ m) would imply that m is generated as an A-module by
x1, . . . , xn´1, in contradiction to the minimality of n. Hence n “ N .

(ii) By Corollary 3.68 we know that dimA “ dimAm “ heightm ď n. �

79. Example. Consider the irreducible curves X1 “ Zpy ´ x2q and X2 “ Zpy2 ´

x2 ´ x3q in A2. For the tangent spaces at the origin we find the one dimensional
space T0X1 “ Zpyq (the x-axis) and T0X2 “ Zp0q “ A2. Geometrically, we have
two tangent lines y “ ˘x (cf. also Example 3.4!) which span k2 – A2. Of course,
the point 0 P X2 in Figure 3.18 looks singular in a way to be made precise in a
moment which is why we find a dimension bigger than expected.
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Figure 18. The tangent spaces of X1 and X2 at the origin 0.

80. Definition (regular local rings). A Noetherian local ring pA,mq with
residue field k “ A{m is called regular if dimA “ dimk m{m

2.

81. Example. Since a field pk, p0qq is zero dimensional it is always regular.

We have seen that X “ Zpxyq Ă A2 is singular at the origin which is reflected in
the fact that the coordinate ring of X is not integral. It is therefore geometrically
compelling that regular local rings are integral.

82. Proposition (regular implies integral) [GaCA, 11.40]. A regular ring is
an integral domain.

Proof. Let pA,mq be a regular local ring with residue field k “ A{m. We will prove
the result by induction on n “ dimk m{m

2 “ dimA.

For n “ 0 we have m “ m2 which by Nakayama’s lemma implies m “ 0. Since Azm
consists precisely of the invertible elements by Proposition 0.11, A must be a field
and is therefore integral.

Let now n ě 1, and let pi be the minimal primes over p0q. Since dimA ě 1 it
follows that either m is minimal which implies that p0q is prime, i.e. A is integral,
or m strictly contains these pi. Assume the latter. We will now proceed in several
steps.

Step 1. We can find an element a P m not contained in m2 nor in pi. If not, then
m is contained in m2 Y

Ť

pi. It follows m Ă m2 from Proposition 0.24 (i), hence
m “ m2. By Nakayama’s lemma, m “ 0 and dimA “ 0, contradiction.

Step 2. The Noetherian local ring pA{paq,m{paqq is regular of dimension n´1. In-
deed, since a R m2 we can extend ā P m{m2 to a basis pā, ā2, . . . , ānq of m{m2. Hence
pā2, . . . , ānq generate the k-vector space V “ m{paq

L

m2{paq so that dimk V ď n´1.
On the other hand, let q0 Ĺ . . . Ĺ m be a maximal chain of prime ideals. It
must necessarily start with a minimal prime ideal q0 “ pi. Since a P m we can
arrange the prime ideals in such a way that a P q1, cf. Exercise 3.64. There-
fore, q1{paq Ĺ q2{paq Ĺ . . . Ĺ m{paq is a chain of prime ideals in A{paq, whence
dimA{paq ě n ´ 1. Since dimk V ě dimA{paq by Proposition 3.78 we conclude
that dimA{paq “ dimk V , that is, A{paq is regular.
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Step 3. Conclusion by induction. From the induction hypothesis we conclude that
A{paq is an integral domain. In particular, paq is a prime ideal. Hence we must
have pi Ă paq for some ideal, that is, any b P pi is of the form b “ ac for c P A. Since
a R p and pi is prime, we have c P pi, therefore b P mpi. It follows that pi “ mpi for
the finitely generated A-module pi. By Nakayama, pi “ p0q which means that p0q
is prime, hence A is integral.

�

Finally, we discuss the completion of regular ring.

83. Proposition (completion of regular rings) [AtMa, Proposition 11.24]. Let
pA,mq be a local Noetherian ring. Then pA,mq is regular ô the m-adic completion

pÂ, m̂q is regular.

Proof. By Corollary 3.21 and Theorem 3.32 we know that pÂ, m̂q is a local Noetherin

ring. Furthermore, dimA “ dim Â by Remark 3.57. Since GrmpAq – Grm̂pÂq by
Proposition 3.28, the result follows. �

In fact, for the case of a k-algebra A the completion is already completely deter-
mined:

84. Theorem (Cohen Structure Theorem). If pA,mq is a complete regular
local ring of dimension n containing some field, then A – kJx1, . . . , xnK, the ring
of formal power series over the residue field k “ A{m of A.

Proof. See for instance [Ma, Section 29, in particular Theorem 29.8]. �

To make contact with geometry again we introduce the notion of smoothness.

85. Definition (smooth affine varieties). Let X Ă An be an affine variety,
and let IpXq “ xf1, . . . , fry. We say that X is smooth at a P X if the rank of the
Jacobian matrix Japfjq :“ pBifjpaqq is n´ dimX. Otherwise, X is singular at a.
X is smooth if it is smooth at all points, and singular otherwise.

86. Remark. Since ker Japfjq “ TaX “
`

ma{m
2
a

˘

and dimma{m
2
a`rk Japfjq “ n,

it follows from Theorem 3.47 (ii) and Proposition 3.78 that dimX ` rk Japfjq “
dimOX,a ` rk Japfjq ď n so that a is smooth ô the rank of Japfjq is maximal (cf.
with the implicit function theorem!).

87. Example. In Example 3.79, 0 P X1 is smooth while 0 P X2 is singular.

A priori, smoothness seems to depend on the generators of IpXq. However, it is an
intrinsic property:

88. Proposition [GaCA, 11.39]. a P X Ă An is smooth ô a is regular, i.e.
pOX,a,m

e
aq, the local ring of the point a P X, is regular.

Proof. a is regular ô dimOX,a “ dimmea{pm
e
aq

2 “ dimTaX. On the other hand, a
is smoothô dimTaX`n´dimX “ n, i.e. dimTaX “ dimX. Since dimX “ OX,a

by Theorem 3.47 (ii), the equivalence follows. �
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For instance, the localisation of A “ krx1, . . . , xns at any maximal ideal is a regular
ring, and so is its completion by Proposition 3.83 which by Cohen’s Structure
Theorem 3.84 is just kJx1, . . . , xnK for n “ dimX. Morally, this says that a variety
is smooth in the algebraic sense if it smooth in the differential geometric sense.
Moreover, this also implies that two smooth points of two varieties of the same
dimension are actually analytically isomorphic (cf. Definition 3.3). This corresponds
to the fact that two smooth manifolds of the same dimension have diffeomorphic
neighbourhoods.

89. Exercise (analytically equivalent neighbourhoods). If X and Y are
two varieties of same dimension, then any two points a P X and b P Y which are
smooth are analytically equivalent.

Proof. By assumption, the local Notherian rings OX,a and OY,b are regular, and
dimOX,a “ dimOY,b (Corollary 3.52). Their completions are again local (Corol-
lary 3.21), regular (Proposition 3.83) and of same dimension (Remark 3.57. Hence
by Theorem 3.84, they are isomorphic. �

90. Exercise (Multiplicities) [Ha, 5.1 (b), (d) and 5.3]. Let X Ă A2 be the curve
defined by the equation fpx1, x2q “ 0. Let a “ pa1, a2q P A2. Choose coordinates
py1, y2q of A2 for which a is the origin. Then write fpy1, y2q “

ř

fipy1, y2q where fi
is the homogeneous component of degree i of f . We define µapXq “ multiplicity
of a to be the least degree i for which fi ı 0. Show that

(i) a P X ô µapXq ą 0;
(ii) a P X is smooth ô µapXq “ 1.

Further, compute the singular points and their multiplicity of the following curves:

(i) fpx, yq “ xy ´ x6 ´ y6;
(ii) fpx, yq “ x2y ` xy2 ´ x4 ´ y4.

Note that a generic point is actually smooth, as shown by the following

91. Proposition [Ha, 1.5.3]. Let X be a variety, and SingX Ă X the set of
singular points of X. Then SingX is a proper closed subset.

Proof. We proceed in two steps.

Step 1. SingX is closed in X. SinceX is quasi-compact, we can coverX by finitely
many open affine sets Xi “ Zpf1, . . . , frq Ă An, see Exercise 3.92. It is therefore
sufficient to prove that SingXi is closed. Hence we may assume straightaway that
X is affine. Let d “ dimX. The rank of the Jacobian Japfjq is ď n ´ d and
SingX is the set of points where the rank is ă n ´ d. But this happens ô the
determinant vanishes so that SingX is the algebraic set defined by the ideal IpXq
and the determinants of any pn´dqˆpn´dq-submatrix of Japfjq, a P X. It follows
that SingX is closed.

Step 2. SingX is a proper subset of X. Since birational varieties have biregular
open subsets it is enough to show that SingX is a proper subset of some open
subset of U where we are free to modify X birationally. Hence we may assume that
X is a hypersurface in Pn (cf. Proposition 1.166), and U is a hypersurface in some
An. In particular, we boiled the assertion down to show that SingX is a proper
subset of X if X “ Zpfq Ă Ank for an irreducible polynomial f P krx1, . . . , xns.
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Now SingX is precisely the set of points for which Bxif “ 0 for all i “ 1, . . . , n.
Hence SingX “ X ô Bxif P IpXq “ pfq. But this implies the contradiction
deg f ´ 1 ě deg Bxif ě deg f , unless Bxif ” 0. However, this is impossible if
char k “ 0. Hence char k “ p for some prime number p. But then Bxif ” 0 implies
that f is a polynomial in xpi for all i. Since we can take p-th roots in k, the field
being algebraically closed, f “ gp for some polynomial g P krx1, . . . , xns (recall that
pa ` bqp “ ap ` bp in k so it is enough to take the p-th roots of the coefficients).
But this contradicts the irreducibility of f . Hence SingX Ĺ X.

�

92. Exercise (quasicompactness of spectra) [AtMa, 1.17 (v)-(vii)]. This is a
continuation of Exercise 0.36. Recall that for each a P A, the basic open set Da is
the complement of Zpaq in X “ SpecA. Show that

(i) X is quasicompact, i.e. every open covering of X has a finite subcovering;
(ii) More generally, Da is quasicompact;
(iii) An open subset U Ă X is quasicompact ô U is a finite union of sets of the

form Da.

Remark: In addition to quasicompact, compact spaces are usually required to be
Hausdorff.

3.4. Geometric application: Smooth curves. Despite being local notions we
can use the theory of dimension and smoothness developed so far to derive a global
classification result.

In the category VAR we would like to classify algebraic varieties up to biregular
maps. This turns out to be too dificult and one settles for the less ambitious
though still very difficult problem of classifiying varities up to birational maps. Put
differently, we want to work in RAT rather than VAR which was one of the main
motivation for the introduction of these category. In particular, we can ask for
(a) the existence of a smooth projective variety in any given birational equivalence
class and (b) to classify those. Though weaker than a complete classification up
to biregular maps this is still a very difficult question which is largely unsettled
in dimension ą 3 and leads to the Mori or minimal model programme. However,
it is relatively easy to solve these problems in dimension one, i.e. for curves. The
basic classifying birational invariant of a variety X is its function field KpXq which
is a finitely generated field extension of k (cf. Corollary 1.162. A function field
of dimension 1 has transcendence degree 1 over k. In the sequel, C will always
denote a curve, i.e. a variety over k of dimension 1.

93. Theorem. For any one dimensional function field K there exists a unique
smooth projective curve C with KC “ K.

Discrete valuation and Dedekind rings. Before we can investigate smooth
curves more thoroughly we need some further background in commutative alge-
bra, namely Dedekind rings, which are special one dimensional Noetherian integral
domains.

94. Definition (discrete valuation). Let k be a field. A discrete valuation
on k is a surjective group morphism ν : k˚ Ñ Z such that

νpx` yq ě min
`

νpxq, νpyq
˘

if x` y ­“ 0.
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It is sometimes convenient to extend the definition of ν to all of k by setting
νp0q “ `8 (this is consistent with (i) and (ii)).

95. Examples.

(i) Let A be a UFD, k “ QuotA and p P A a prime. Any element x P k˚ can
be uniquely (up to units) written as x “ par{q. Then νppxq :“ a defines a
valuation. Take, for instance A “ Z, k “ Q and p P Z any prime number or
A “ Krxs, k “ Kpxq and p “ f any irreducible polynomial f P Krxs.

(ii) The order function on the stalk of meromorphic functions MX,a “ QuotOX,a

of a Riemann surface X which assigns to a germ ϕ P MX,a the order of its
zero or pôle at a. In fact, fixing a local coordinate with zpaq “ 0 this is
a particular instance of the first example for OX,a is a UFD, and the germ
induced by z is prime.

It follows from the definition of a valuation that νp1q “ 0 so that νpx´1q “ ´νpxq.
In particular, the union of 0 P k and the set tx P k | νpxq ě 0u defines a ring, the
so-called valuation ring of ν (cf. Definition 2.15).

96. Definition (discrete valuation rings). An integral domain A is a discrete
valuation ring if it is the valuation ring of a discrete valuation on k.

97. Example. For the previous example we find for

(i) k “ Q: A “ Zppq, the localisation of Z at the prime ideal ppq;
(ii) k “ Kpxq: A “ Krxspfq, the localisation of Krxs at the prime ideal pfq.

As follows from Proposition 2.17 a discrete valuation ring is a local ring. Its maximal
ideal is m “ tx P k | νpxq ą 0u so that a P A is a unit if and only if νpaq “ 0. It
follows that νpaq “ νpbq for a, b P A ô paq “ pbq. Moreover, they are Noetherian:
If a ­“ p0q is any ideal of A, then there is a least integer k such that νpxq “ k for
some x P a. Hence y P A with νpyq ě k implies νpx´1yq ě 0 so that x´1y P A,
that is, x|y and thus y P a, in fact a “ pxq. Therefore, the only ideals in A are of
the form m “ m1 Ą m2 Ą . . . with mk “ ty P A | νpyq ě ku “ pxkq and νpxkq “ k.
In fact, if m “ pxq, we can take xk “ xk. It follows that A is Noetherian, but not
Artinian so that dimA ě 1. Since m is the only nonzero prime ideal, we actually
have dimA “ 1. Summarising, we obtain the

98. Proposition (properties of discrete valuation rings). Any discrete
valuation ring is

(i) a local ring;
(ii) a Notherian integral domain;
(iii) a normal ring;
(iv) of dimension 1.

In fact, we can characterise discrete valuation rings as follows:

99. Proposition (characterisation of discrete valuation rings) [AtMa, 9.2].
Let pA,mq be a Noetherian local ring and integral domain of dimension 1. Are
equivalent:

(i) A is a discrete valuation ring;
(ii) A is normal;
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(iii) m is a principal ideal;
(iv) A is regular;
(v) every nonzero ideal is a power of m;
(vi) there exists x P A such that every nonzero ideal is of the form pxkq, k ě 0.

Proof. We start the proof with the following two observations. Under the assump-
tion of a Noetherian local integral domain of dimension 1, we have:

‚ Any ideal a ­“ p0q, p1q is m-primary with mn Ă a for some n ą 0. Indeed,
?
a “ m by Theorem 1.133, for m is the only nontrivial prime ideal. Then

use Exercise 1-135.
‚ mn`1 Ĺ mn for all n ě 0. Otherwise, m “ 0 by Nakayama’s Lemma and

thus dimA “ 0.

We now prove the proposition.

(i)ñ(ii): This is Proposition 2.17 (iii).

(ii)ñ(iii): Let 0 ­“ a P m. By the first observation above, mn Ă paq, mn´1 Ĺ paq for
some n. Hence there exists b P mn´1 with b R paq. Let x :“ a{b P k. Since b R paq,
x´1 “ b{a R A, hence x´1 is not integral over A for A is normal. But then x´1m
is not contained in m. Otherwise, Arx´1s would be a submodule of m. Since m
is a finitely generated A-module and A is Noetherian, Arx´1s would be a finitely
generated A-module and thus x´1 would be integral by Proposition 2.5. On the
other hand, bm Ă mn Ă paq so that x´1m Ă A, hence x´1m “ A by maximality of
m. It follows that m “ Ax “ pxq.

(iii)ñ(iv): Since m{m is generated by one element so that dimk m{m
2 ď 1 and thus

“ 1 for m2 ­“ m by the second observation above.

(iv)ñ(v): Either a “ m or mn Ă a for some nontrivial power of m. Assume
that mn Ĺ a. It follows that the image b of a is a nontrivial proper ideal of the
zero dimensional Noetherian local ring B “ A{mn with maximal ideal n “ image
of m (in particular B is an Artinian local ring). Since A is regular, m “ pxq is
principal by Corollary 0.61 and so is therefore n “ px̄q. Moreover, n is nilpotent by
Exercise 0.100. It follows that nd “ p0q Ĺ b Ă n for some d. Therefore, there exists
r ą 0 such that b Ă nr but b Ć nr`1 (indeed, if b Ć n2, then b Ă n2. If b Ć n3,
then b Ă n3 etc., and this process stops after a finite number of steps). Hence there
exists y P n with y “ ax̄r and y R px̄r`1q. It follows that a R px̄q “ n, that is, a is a
unit in B, whence b “ B, a contradiction. Hence mn “ a.

(v)ñ(vi): By the second observation above, m ­“ m2, hence there exists x P m, but
x R m2. But pxq “ mr by assumption, whence r “ 1 and thus m “ pxq, mr “ pxrq.

(v)ñ(vi): We define a discrete valuation as follows. By assumption, m “ pxq,
and pxrq ­“ pxr`1q. Consequently, for any nonzero element of a P A there exists
a uniquely determined d such that paq “ pxdq. We let νpaq “ d P Z and extend
ν to QuotA˚ by νpa{bq “ νpaq ´ νpbq. This gives indeed a well defined valuation
(check!). �

100. Definition (Dedekind rings) [AtMa, 9.3]. A Dedekind ring is a Noe-
therian normal ring of dimension 1.

101. Corollary. A Noetherian domain A of dimension 1 is a Dedekind ring ô
every localisation Am at a maximal ideal is a discrete valuation ring.

Proof. By Proposition 2.23, A is normal ô Am is normal. Since Am is of dimension
1 this is equivalent to Am being a discrete valuation ring by Theorem 3.99. �
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102. Examples.

(i) Principal ideal domains A. First, A is Noetherian and of dimension 1, and
so are the localisations Am. Furthermore, they are also principal. In particu-
lar, the maximal ideal me is principal, hence Am is a discrete valuation ring
according to Theorem 3.99.

(ii) Local rings of regular functions. Let C be an affine curve and let a P C be a
smooth point. Then pOC,a “ ApCqma ,maq is a regular Noetherian local ring
of dimension 1 and thus a discrete valuation ring (in essence, any discrete
valuation ring arises this way, cf. Corollary 3.107). It follows that if C is
smooth, then its coordinate ring ApCq is Dedekind. Conversely, a finitely
generated k-algebra A which is Dedeking is the affine coordinate ring of a
smooth affine curve.

Finally, we state without proof:

103. Theorem (Akizuki-Krull) [Ha, I.6.3A]. The integral closure of a Dedekind
ring in a finite extension field of its quotient field is again a Dedekind ring.

Proof. See [Ma, Corollary to Theorem 11.7]. �

104. Example. The ring of integers Ok in an algebraic number field k [AtMa,
9.5]. Recall that an algebraic number field k is a finite field extension Q Ă k.
Its ring of integers is the integral closure of Z Ă k. For instance, OQris “ Zris.
Then Ok is Dedekind for Z Ă Q is Dedekind (cf. also [GaCA, Proposition 13.5] for
a direct proof).

Summarising we obtained the following notions of rings:

Noether

PID +3 Dedekind

"*

KS

DVR

$,

2:

normal +3 integral domain

regular

��

+3 UFD

4<

Noetherian local ring

Rings of dimension 1 are marked in red. The implication regular ñ UFD is the
Auslander-Buchsbaum theorem, see for instance [Ei, Theorem 19.19].

Abstract nonsingular curves. The idea for the proof of Theorem 3.93 is to
show that there exists an “abstract curve” C with KC “ K, and then to show that
this abstract curve is actually isomorphic to a projective curve in our sense (this
is similar to solving an elliptic PDE by (a priori singular) distributions, and then
to show that they actually come from smooth functions). Towards that end we
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will consider valuations of field extensions k Ă K, that is, A is a valuation ring
in K such that νpxq “ 0 for all x P k˚. For instance, the discrete valuation rings
pOC,a,maq of smooth points a P C are valuation rings for k Ă K “ KC . We let

CK “ tdiscrete valuation rings of k Ă Ku,

where K is a function field of dimension 1.

We want to turn CK into a geometric object. We topologise CK as follows. We take
as closed sets H, finite subsets, and CK . For U Ă CK open we let OpUq :“

Ş

APU A
be the regular functions on U (cf. Proposition 1.95). Here, f P OpUq is considered
as a function f : U Ñ k by assigning to fpaq the residue class of f inside Aa{ma.
By Corollary 3.107 below, the residue field of Aa{ma is isomorphic with k. If f and
g in OpUq define the same function, then f ´ g P ma for infinitely many a P CK . It
follows from Lemma 3.105 that f ´ g “ 0 so that OpUq can be really thought of
as functions on U . In particular, any f P K is a regular function on some open set
U Ă CK . The “function field” of CK (in the sense of Definition 1.68) is just K. We
now justify the claims we made for the geometric structure of CK .

105. Lemma [Ha, 6.5]. Let K be a function field of dimension one over k, and
let x P K. Then tA P CK | x R Au is a finite set.

106. Example. Let C be a smooth curve. Then tOC,a | a P Cu Ă CK , where
K “ KpCq is the function field. Any rational function ϕ “ rU, f s P KpCq is in all
but a finite number of the local rings OC,a, namely for the finite number of points
CzU .

Proof. If A P CK , then A is a valuation ring and therefore local with maximal ideal
mA “ ta P A | νpaq ą 0u. Hence x R A if and only x´1 P mA, the ideal of nonunits
in A. By letting y “ x´1 we need to show that if y P K˚, then tA P CK | y P mAu
is a finite set. Since for y P k there is no such A we may straight away assume that
y P Kzk.

Consider the subring krys Ă K generated by k and y. Since k is algebraically closed,
y is transcendental over k, that is, krys is a polynomial ring which is Dedekind as
a principal ideal domain. Moreover, K is a finite field extension of kpyq for it is a

one dimensional function field. Hence B “ krys, the integral closure of krys in K,
is also Dedekind by Theorem 3.103. Further, B is a finitely generated k-algebra by
Remark 2.31 (ii). In particular, B “ ApCq is the affine coordinate ring of a smooth
curve C. Our goal is to show that if y P mA for some A P CK ñ A “ Bn for a
finite number of maximal ideals n of B. In particular, since A is determined by n,
y P mA for only finitely many rings A.

Now if y P A for A P CK , we have krys Ă A, and since A is integrally closed as

a valuation ring we have krys “ B Ă Ā “ A. Consider the nontrivial prime ideal
n “ mA X B of B which must be maximal for dimB “ 1. (Otherwise, n “ p0q
as a prime ideal, and we get an inclusion of B into the field A{mA. This means
that for every b ­“ 0 there exists a P A such that b̄ ¨ ā “ 1̄ P A{mA, i.e. ba is
invertible by Proposition 0.11. Hence a is invertible, contradicting a R mA.) Thus
pB, nq is dominated by the valuation ring pA,mAq. On the other hand, pB, nq is
also dominated by pBn, n

eq which is a (discrete) valuation ring for B is Dedekind.
But Bn “ S´1

n B is dominated by A for x R n Ă m implies x´1 P A. Hence Bn “ A,
and ne “ mA (cf. Exercise 2.19 – it is essentially a reformulation of Theorem 2.18).
It follows that since y P B, y P mA Ă A implies A “ Bn for n maximal and y P n. It
remains to see that only a finite number of n can occur. But y P n means that y P B
considered as a regular function on C, vanishes at the point a P C corresponding to
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n. Since a nontrivial regular function y only vanishes at a finite number of points,
the result follows. �

In fact, proof gives more: For any y P Azk, A P CK there exists an affine smooth
curve C with a point a and a regular function fy such that A – Bn “ OC,a and
fypaq “ 0

107. Corollary [Ha, 6.6]. Any discrete valuation ring in CK is isomorphic to the
local ring of a point on some smooth k-affine curve.

For this reason we refer to elements in CK as points, and write a “ aA P CK for a
discrete valuation ring A “ Aa P CK . Note that CK contains all the local rings of
any smooth curve with function field K. It follows that CK is infinite, for we have
the

108. Lemma [Ha, 6.4]. Let X be a quasi-projective variety, and let a, b P X.
Suppose that Oa Ă Ob as subrings of KX . Then a “ b.

Proof. Assume that X Ă Pn and consider the projective variety obtained by taking
the closure X̄. We can find a hyperplane H so that a and b are in the affine
variety X̄zH so we may assume that X is actually affine. If A “ ApXq is the affine
coordinate ring of X we have Oa “ Ama and Ob “ Amb for maximal ideals ma and
mb in A. But Oa Ă Ob implies Ama Ă Amb and thus mb Ă ma Ă A (!), whence
mb “ ma by maximality. Therefore a “ b from the 1´ 1 correspondence points and
maximal ideals. �

We can now make the

109. Definition (abstract nonsingular curve and their morphisms). Let
K be a function field of dimension 1 over k. An abstract nonsingular curve is
an open subset U Ă CK together with the induced topology and sheaf of regular
functions. A morphism ϕ : C Ñ C 1 between abstract nonsingular curves is a
continuous mapping such that for every open V Ă C 1 and f P OpV q, f ˝ ϕ :
ϕ´1pV q Ñ k is regular.

Note that this definition is compatible with the definition of a morphism between
varieties so that we can equally well consider morphisms between a variety and an
abstract nonsingular curve.

110. Proposition [Ha, 6.7]. Every nonsingular quasi-projective curve C with
KpCq “ K is isomorphic to an abstract nonsingular curve in CK .

Proof. We define a map ϕ : C Ñ CK as follows. Let K “ KpCq be the function
field of C over k. We define a morphism ϕ : C Ñ CK by sending a P C to its local
ring OC,a P CK (this is indeed a discrete valuation ring since C is smooth). By
Lemma 3.108 this map is injective and therefore defines a bijection onto its image
V Ă CK .

We show that V is open. Since open sets in CK are complements of finite sets it
suffices to show that V contains an open set. Restricting to some affine subset of
C we show that its image under ϕ is open. For simplicity, we assume that C is
itself affine with coordinate ring ApCq whose quotient field is K. Let x1, . . . , xn
be generators of ApCq. The image under ϕ is given by the localisations AmapCq
for a P C. In fact, if A P CK and contains ApCq, then ApCqma is contained in
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A and thus ApCqma “ A for both are discrete valuation rings and thus maximal
elements (cf. Exercise 2.19). Hence imϕ consists of rings A P CK containing ApCq.
In particular, this happens precisely if x1, . . . , xn P A. Hence imϕ “

Ş

Vi where
Vi “ tA P CK | xi P Au. By Lemma 3.105, Vi is the complement of a finite set,
hence open. Consequently, imϕ is open and V defines an abstract curve.

We show that ϕ is an isomorphism. For any U Ă C open we have OCpUq “
Ş

aPC OC,a by Proposition 1.95. Since Opimϕq “
Ş

APimϕĂCK A “
Ş

aPimϕApCqma
both C and imϕ Ă CK have the same regular functions. Hence ϕ is an isomorphism.

�

111. Proposition [Ha, 6.8]. Let C be an abstract nonsingular curve, a P C, and
Y a k-projective variety. Let ϕ : Cztau Ñ Y be a morphism. Then there exists a
unique morphism ϕ̄ : C Ñ Y which extends ϕ. In particular, we can extend any
morphism of an abstract singular curve C to all of CK .

Proof. Embed Y into some Pn. Since ϕ̄pCq “ ϕ̄pCztauq Ă ϕpCztauq Ă Y , the
extension of ϕ : C Ñ Pn considered as a map with values in Pn, if it exists, takes
still values in Y . Therefore we may assume straightaway that Y “ Pn. If U “

Ş

Ui,
where Ui Ă Pn is the natural covering of Pn by open affine subsets, then we may
assume that ϕpCztauq X U ­“ H. Otherwise, ϕpCztauq would be contained in the
union of the irreducible hyperplanes Hi “ Zpxiq – Pn´1 Ă Pn. Since Cztau is
irreducible as an open set of CK and ϕ is continuous, ϕpCztauq is irreducible and
thus contained in one of the hyperplanes so that ϕ : Cztau Ñ Pn´1. Continuing
like this we finally arrive in some Pl where ϕpCztauq X U ­“ H holds.

Now we define the extension. For each i, j the quotient xi{xj defines a regular
function on U . Pulling it back to C we get a regular function on some open subset
which we view as a “rational function” fij P K. Let ν “ νa be the valuation of
A “ Aa P CK , and let ri “ νpfi0q P Z. Since xi{xj “ pxi{x0q{pxj{x0q we have
νpfijq “ ri ´ rj “ νpfi0q ´ νpfj0q. Choose k such that rk is minimal among the ri.
Then νpfikq ě 0 so that fik P Aa. In particular, the fik are regular near a. Since
fkk “ 1, ϕpbq “ pf0kpbq, . . . , fnkpbqq in the coordinates provided by Uk so that we
must define ϕ̄paq “ rf0kpaq : . . . : fnkpaqs (recall that fikpaq is the residue class
of fik P A in the residue field A{ma – k). In particular, ϕ̄ is a morphism for the
generators xi{xk for the regular functions on Uk pull back to the regular functions
fik near a, cf. Lemma 1.139. �

This allows us to prove the central result of this subsection.

112. Theorem [Ha, 6.9]. Let K be a function field of dimension 1 over k ñ
the abstract nonsingular curve CK defined above is isomorphic to a nonsingular
projective curve C with KpCq “ K.

Proof. Every A P C “ CK has an open neighbourhood isomorphic to an affine va-
riety. By Corollary 3.107 there exists a smooth affine curve V and b P V such
that A – OV,b. In particular, KV “ QuotOV,b “ K, and it follows as in Proposi-
tion 3.110 that V is isomorphic to some open subset U Ă CK .

Since C is quasi-compact we can cover C by a finite number of open subset Vi
each of which is isomorphic via ϕi to an affine curve Yi Ă Ani . Viewing Ani as a
subset of Pni we can consider their projective closure Ȳi. By Proposition 3.111 we
get extensions ϕ̄i : C Ñ Ȳi. We consider the map ϕ : C Ñ

ś

Yi, ϕpaq “
ś

ϕ̄ipaq
and let Y be the closure of the image of ϕ. This is again a projective variety (it is
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closed in the projective product
ś

Yi) and thus a projective curve (C is dense in
Y so that they share isomorphic function fields).

We show that ϕ is an isomorphism. First we note that we have a commutative
diagramm of dominant morphisms

C
φ // Y

πi

��
Ui

OO

φi // Yi

where πi is projection on the i-th factor. It follows that we habe an inclusion of
local rings

OYi,ϕipaq ãÑ OY,ϕpaq ãÑ OC,a.

Since the two outer ones are isomorphic, ϕ7a : OY,ϕpaq Ñ OC,a are isomorphic.
Next let b P Y be any point. The local ring OY,b is dominated by some discrete
valuation ring Aa P CK (take for instance the integral closure of OY,b and localise
at a maximal ideal). Then Aa – OY,ϕpaq, whence OY,b Ă OY,ϕpaq and so b “ ϕpaq
by Lemma 3.108. Since ϕ is injective, ϕ is bijective and induces an isomorphism on
every stalk. It follows that ϕ : C Ñ Y is an isomorphism by Proposition 1.83. �

113. Corollary [Ha, 6.10]. Every abstract nonsingular curve is isomorphic
to a nonsingular quasi-projective curve. In particular, any curve is birationally
equivalent to a nonsingular projective curve.

Proof. If C is any curve with function field K, then C must be birationally equiv-
alent to CK which is smooth and projective. �

114. Corollary [Ha, 6.12]. The following three categories are equivalent:

(i) Nonsingular projective curves over k and dominant morphisms (i.e. mor-
phisms whose image is dense in the target);

(ii) quasi-projective curves over k and dominant rational maps;
(iii) function fields of dimensions 1 over k, and k-homomorphims (i.e. field mor-

phisms which restrict to the identity on k).

Proof. There is an obvious functor from (i) to (ii). The assignement C ÞÑ KX gives
a functor from (ii) to (iii) which is an equivalence by Corollary 1.162. It remains
to pass from (iii) to (i). With a given K we associate the abstract curve CK . Now
if K1 Ñ K2 is a morphism, we have a dominant rational map from a nonsingular
abstract curve C Ă CK1 Ñ CK2 which we can extend to a dominant morphism
ϕ12 : CK1

Ñ CK2
by Proposition 3.111. The uniqueness statement there also implies

that ϕ13 “ ϕ23 ˝ϕ12 if we are given a chain of field morphisms K1 Ñ K2 Ñ K3. �
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4. Schemes

So far we were quite successfully working with the categories VAR and RAT.
However, the theory is not as satisfactory as it might seem at first glance. For
instance, consider the category of affine schemes which we know to be equivalent
to the category of finitely generated integral k-algebras. At the heart of this cor-
respondence was the Nullstellensatz which asserted that affine varieties correspond
to prime ideals. More generally, we could consider algebraic sets and radical ideals
which would give rise to reduced k-algebras. However, the subset of radical ideals
is not closed under natural algebraic operations such as addition corresponding to
the intersection of algebraic sets 0.23. Of course we could just consider arbitrary
ideals but this entails that we need to give geometric meaning to objects such as
the “double line” Zpx2q Ă A2. Doing so leads to a far reaching generalisation of
the concept of variety, namely to the notion of a scheme.

4.1. Schemes and morphisms. As for varieties there are affine and projective
schemes which are the basic instances of schemes.

The spectrum of a ring. Recall from the last paragraph of Section 0.0.1 that
to any commutative ring A we associated its spectrum

SpecA “ tp Ă A | p is prime in Au.

Furthermore we defined the closed sets of the Zariski topology as follows, cf. 0.35.
For each T Ă A, let ZpT q Ă SpecA denote the set of all prime ideals of A which
contain T . Then we have:

(i) If a is the ideal generated by T , then ZpT q “ Zpaq “ Zp
?
aq and Zpaq “

SpecA{a;
(ii) Zp0q “ SpecA and Zp1q “ H;
(iii) if pTiqiPI is any family of subsets of A, then

Zp
ď

iPI

Tiq “
č

iPI

ZpTiq;

(iv) ZpaX bq “ Zpabq “ Zpaq Y Zpbq for any two ideals a, b of A.

1. Remark.

(i) Given a “point” p P Zpaq we get a prime ideal containing a Ă p Ă A and thus a
morphism A ÞÑ Quot pA{pq. If we write fppq for the image of f P A under this
morphism, then Zpaq “ tp P SpecA | fppq “ 0 for all f P au. In this way we
can think of SpecA as a generalisation of the affine space with coordinate ring
given by A, and Zpaq as an algebraic set given as the zero locus of “functions”.
Note however that these “functions” take values in different fields. Rather,
you should think of it as a “section” SpecAÑ

Ť

pPSpecA Quot pA{pq.

(ii) For f P A we can consider the distinguished open subsetDf :“ SpecAzZpfq.
Again, these form a base for the Zariski topology of SpecA, cf. Exercise 0.36.

2. Remark. Note that points p P SpecA are not necessarily closed. In fact, we
have

tpu “ Zppq
which is equal to tpu ô p is maximal, cf. Exercise 0.38. Those points which are not
closed are so-called generic points of irreducible closed subsets. To see what this
means, consider the ring A “ krx, ys. Then SpecA (or rather its subset of maximal
ideals) corresponds to A2

k, and Zpyq is essentially the x-axis. The prime ideal or
point pxq is contained in SpecA Ă Zpyq although Zpxq intersects Zpyq nontrivially.
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Geometrically, saying that pxq is not contained in Zpyq then translates into the
statement that the generic point of the y-axis does not lie in Zpyq.

3. Exercise [Re, 5.8] and [AtMa, 1.19]. Show that

(i) X “ Zpaq is irreducible ô
?
a “

Ş

pPX p is prime.

(ii) SpecA is irreducible ô the nilradical nilA is prime.

4. Remark. With a closed subset X “ ZpT q Ă SpecA we can associate the
radical ideal

?
a “

č

TĂp

p “
č

pPZpT q

p

where a is the ideal generated by T , cf. also Corollary 0.17. This gives a one-to-one
correspondence between algebraic sets of SpecA and radical ideals of A – a cheap
version of Hilbert’s Nullstellensatz, cf. also Remark 0.37.

Here are two examples of how to think of A as a ring of functions on SpecA.

5. Examples.

(i) “Arithmetic” case: n P A “ Z defines the “function” or “section” p0q ÞÑ n P Q
and ppq ÞÑ nmod p P Z{pZ.

(ii) “Geometric” case: Let A “ ApXq be an affine coordinate ring. Then f P A can
be considered as a function on X Ă An, fpaq “ f modma P ApXq{ma, where
ma is the maximal ideal corresponding to a P X. Note that as a consequence
of our assumptions (the ground field k is algebraically closed) th quotients
ApXq{ma are canonically isomorphic to k so that we can indeed regard f as
a function on X.

The fact that we can interpret A as a set of functions on SpecA allows us to define a
structure sheaf and turns the spectrum of a ring into a truly geometric rather than
topological object. For psychological reasons we therefore often write X “ SpecA
in order to emphasise the geometric nature of SpecA.

6. Definition (structure sheaf of SpecA). Let X “ SpecA. For every open
subset U Ă X we define

OXpUq :“tϕ “ pϕpqpPU | ϕp P Ap such that for every

p P U there is a neighbourhood V Ă U and f, g P A

so that for all q P V, ϕq “ f{g P Aq and g R qu

Elements in OXpUq are called the regular functions of X over U .

Almost by design, OX defines a sheaf on X “ SpecA, cf. Section 1.1.2. The
following proposition immediately generalises the “geometric case” with A “ ApXq
an affine coordinate ring, p the maximal ideal corresponding to a point, and f P A
a function on X.

7. Proposition (properties of the structure sheaf of SpecA) [GaAG, 5.1.12].
Let X “ SpecA.

(i) For any p P X, OX,p – Ap.
(ii) For any f P A, OXpXf q – Af . In particular, OXpXq “ A.
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Proof. (i) We have a natural morphism Ψ : OX,p Ñ Ap defined by ΨprU, tϕ :q
uqPU sq “ ϕp. We want to show that Ψ is a bijection.

Ψ is surjective. Any element of Ap has the form f{g with f , g P A and g R p. Then
f{g is a well defined regular function on Xg so that f{g “ ΨprXg, tpf{gqquqPXg q.
(Here, pf{gqq denotes the image of f{g P A under the natural localisation map
AÑ Aq.)

Ψ is injective. Let ϕ “ tϕquqPU , ψ “ tψquqPU P OXpUq for some neighbourhood of
p, and assume that ϕp “ ψp. We need to show that rU,ϕs “ rU,ψs, that is, ϕ and ψ
coincide in some neighbourhood of p. Shrinking U if necessary we may assume that
ϕ “ f{g and ψ “ r{s on U , where in particular g and s not in p. Since ϕp “ ψp

there exists u P Azp with upsf ´ grq “ 0. Therefore, f{g “ r{s for any prime ideal
q such that g, s and u R q. This clearly holds for the open set Xg XXs XXu X U
which contains p.

(ii) We have a natural morphism Ψ : Af Ñ OXpXf q with Ψpg{frq “ tpg{frqquqPXf .
Again we need to show that it is injective and surjective.

Ψ is injective. This is now the easy direction. Assume that Ψpg{frq “ Ψph{fsq.
We have to show that g{fr “ h{fs in Af This means that for all p P Xf there
exists u R p such that uphfr ´ gfsq “ 0. Therefore, if a denotes the annihilator of
hfr´gfs, then a is not contained in p for any p P Xf . In particular, ZpaqXXf “ H

or equivalently, Zpaq Ă Zpfq. But this means that f P
?
a, that is, there exists

n P N such that fnphfr´ gfsq “ 0 in A. Hence (f is invertible in Af ) h{fs “ g{fr

in Af .

Ψ is surjective. Let ϕ P OXpXf q. We must find g{fr P Af such that Ψpg{frq “ ϕ.
We cover Xf with open sets Ui such that ϕ “ gi{fi with fi R p for all p P Ui. In
particular, Ui Ă Xfi . As the basic open sets form a base of the topology we may
assume that Ui “ Xhi for hi P A. Then Xhi Ă Xfi , and taking complements gives

Zpfiq Ă Zphiq and therefore hi P
a

pfiq. This implies that there exists ni P N
with hnii “ afi, whence gi{fi “ agi{h

ni
i . Since Xhi “ Xh

ni
i

, replacing hi by hnii
allows us to assume that ϕ is represented by fractions of the form gi{hi on Xhi

for an open cover Xhi of Xf . Since Xf is quasi-compact a finite number of hi
suffices. (The quasi-compactness is straight forward: Xf Ă

Ť

iXhi ô Zpfq Ą
Ş

iZphiq “ Zp
ř

phiqq. Hence fn P
ř

phiq, that is, fn is a finite sum
ř

aihi.) On
Xhihj “ XhiXXhj we have gi{hi and gj{hj representing ϕ; by the injectivity already
established it follows that gi{hi “ gj{hj in Ahihj , whence phihjq

npgihj ´ gjhiq “ 0
for some n. As we have only finitely many hk we may pick one n that works for
all i, j. Next replace gi by gih

n
i and hi by hn`1

i for all i. Then ϕ|Xhi “ gi{hi, and

gihj ´ gjhi “ 0 for all i, j. Finally, write fn “
ř

aihi as above, and let g “
ř

aigi.
Then for every j we have

ghj “
ÿ

i

aigihj “
ÿ

i

aihigj “ frgj ,

so g{fr|Xhj “ gj{hj “ ϕ|Xhj . Therefore, Ψpg{frq “ ϕ on Xf . �

8. Remark. It is important to realise that a regular function in the sense of
Definition 4.6 is no longer determined by its value on points. For instance consider
A “ krxs{px2q and X “ SpecA. Then X “ tpx̄qu, and the function x̄ P A “ OXpXq
is identically 0 P k – A{px̄q on X. However, 0 ­“ x P A.

Morphisms and locally ringed spaces. Once we have functions on spectra
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we need to define morphisms next. It is clear that the maps ϕa : SpecB Ñ SpecA
associated with a ring morphism ϕ : A Ñ B and defined by ϕappq “ ϕ´1ppq
should define such a morphism between spectra (see also Section 0.0.1, in particular
Exercise 0.39).

We could just declare morphisms of the form ϕa to be the morphisms between
spectra, but in order to get good functorial properties we need a more abstract
definition which directly involves the functions. The suitable setting will be given
by the concept of locally ringed spaces which we define next. In Remark 1.72 we
encountered ringed spaces pX,OXq consisting of a topological space X together
with a subsheaf OX of continuous functions”.

9. Definition (ringed space). A ringed space pX,OXq consists of an underly-
ing topological space X and the structure sheaf OX over X. A morphism of ringed

spaces pf, f 7q : pX,OXq Ñ pY,OY q is a pair pf : X Ñ Y, f 7 “ tf 7V uVĂY openq such

that f is continuous and a ring morphism f 7V : OY pV q Ñ OXpf
´1pV qq which is

compatible with the restriction maps, i.e. f 7W ˝ ρVW “ ρf´1pV qf´1pW q ˝ f
7

V , that is

OY pV q

f7V
��

ρVW // OY pW q

f7W

��
OXpf

´1pV qq
ρf´1pV qf´1pW q// OXpf

´1pW qq

(9)

commutes. If we define the direct image sheaf f7OX by f7OXpV q “ OXpf
´1pV qq

for V Ă Y open, then this condition just says that f 7 : OY Ñ f7OX is a sheaf
morphism.

10. Remark. Unlike in the case of varieties where OX was a subsheaf of
continuous functions, OX is now an abstract sheaf. It is therefore not true that a
map f : X Ñ Y between the underlying topological spaces induces a map between
the sheaves, and we need to include f 7 in the definition.

Prime examples of ringed spaces are spectra of rings:

11. Lemma. For any ring pSpecA,OSpecAq is a ringed space. A ring morphism
λ : A Ñ B induces a morphism of ringed spaces pf, f 7q : pSpecB,OSpecBq Ñ

pSpecA,OSpecAq with the property that for all q P SpecB, a P OSpecApUq, apfpqq “

0 ô f 7Uapqq “ 0.

Proof. Let λ : B Ñ A be a ring morphism. We let f “ λa : SpecAÑ SpecB be the

associated morphism which is continuous, and we are left with the definition of f 7U .

By Remark 1.79 we only need to define f 7U for U “ Da, a P A since these sets form a

basis for the topology of SpecA. We let f 7Da : OSpecApDf q “ Af Ñ OSpecBpDλpfqq

be the induced map Af Ñ Bf , a{fr ÞÑ λpaq{λpfqr. Here, we used Proposition 4.7.
This gives the sheaf morphism f 7. The extra property is equivalent to saying that

the induced morphisms f 7fpqq : OSpecA,fpqq Ñ OSpecB,q are local, that is if mfpqq and

mq are the maximal ideals of OSpecA,fpqq and OSpecB,q, then f 7´1
fpqqpmqq “ mfpqq.

For each p “ fpqq P SpecA we can consider the map f 7p : OSpecA,p Ñ OSpecB,q. If

ϕp is a germ locally given by g{ar, then f 7¯ppϕpq is the germ of ϕpgq{ϕpaqr at q.
Under the identification with a map Ap Ñ Bq this sends b{t, t R p, to λpbq{λptq.
This is indeed well defined and local. �
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The last property is special to morphisms of ringed spaces f : SpecB Ñ SpecA
which are induced by ring morphisms AÑ B. This gives rise to the following

12. Definition (locally ringed space). A locally ringed space is a ringed
space pX,OXq such that the stalk OX,a is a local ring at each point a P X.
We denote its maximal ideal by ma and write ka for the residue field OX,a{ma.
A morphism of locally ringed spaces pX,OXq Ñ pY,OY q is a pair pf : X Ñ

Y, f 7 “ tf 7V uVĂY openq such that f is continuous and a ring morphism f 7V :

OY pV q Ñ OXpf
´1pV qq which is compatible with the restriction maps, i.e. f 7W ˝

ρVW “ ρf´1pV qf´1pW q ˝ f
7

V and such that for the induced maps on stalks, we have

pf 7aq
´1pmX,aq “ mY,fpaq, cf. Section 1.1.2 for details on sheaves.

Of course, pSpecA,OSpecAq is a locally ringed space, and by Lemma 4.11,any ring
morphism AÑ B induces a morphism of locally ringed spaces SpecB Ñ SpecA. As
promised, the converse is also true so that we get an analogue of Proposition 1.141.

13. Proposition [Ha, II.2.3]. Let A and B be rings, and let X “ SpecA, and
Y “ SpecB be the corresponding affine schemes. There is a 1 ´ 1 correspondence
between morphisms of locally ringed spaces of schemes X Ñ Y and ring morphisms
B Ñ A.

Proof. In view of Lemma 4.11 we only need to show that a morphism pf, f 7q :
pSpecB,OSpecBq Ñ pSpecA,OSpecAq is induced by a ring morphism λ : A Ñ B.

Of course, λ “ f 7SpecA is the natural candidate. We show that f “ λa. Indeed, let

p P SpecB and a P A. Then apfppqq “ 0, that is, a P fppq if and only if λpaqppq “ 0,
that is a P λ´1ppq. It follows that λ´1ppq “ fppq. From the diagramm (9) we also
get a commutative diagramm

A

��

λ // B

��
Aλ´1ppq

fp // Bp

where fp is uniquely determined by the universal property of localisation. Since

the diagramm also commutes for λ7p instead of fp it follows that λ7 and f 7 agree at
stalk level, hence they agree as sheaf morphisms. �

14. Definition (affine scheme). A locally ringed space which is isomorphic to
pSpecA,OSpecAq is called an affine scheme. Morphisms of affine schemes are
just morphisms of locally ringed spaces.

As usual, isomorphisms are morphisms with twosided inverse. By abuse of notation,
we often refer to SpecA itself as affine scheme, the structure sheaf being understood.
Further, a morphism of schemes SpecAÑ SpecB is just a morphism in the sense
of locally ringed spaces.

15. Corollary. There is an arrow reversing equivalence of categories between
affine schemes and spectra of rings.

We are going to explore the relationship between affine varieties and affine schemes
in the next subsection. First some examples.
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16. Examples of affine schemes.

(i) If A “ k is a field, then SpecA consists of one point with structure sheaf
Ok “ k.

(ii) Let A be a discrete valuation ring. It follows from Proposition 3.99 that
SpecA consists of two points, the generic one p0q and a closed point m. (In
contrast to the previous example you should think of this as a “thickened
point” which carries the additional information of a tangent direction – A
arises as the local ring of a smooth curve so that A encodes an infinitesimal
neighbourhood of the point m.) Let K “ QuotA be the quotient field of A.
The inclusion morphism AÑ K corresponds to the morphism of locally ringed
spaces SpecK Ñ SpecA which sends the unique point of p0q P SpecK to the
generic point p0q P SpecA. We can define another morphism of ringed spaces
by fp0q “ m and f 7 : OA Ñ f7OK induced by the ring morphism A Ñ K.

At stalk level, this induces again the inclusion f 7m : OA,m – AÑ OK,p0q – K

which is not a local morphism (for the other map we find {7
p0q : OA,p0q “ K Ñ

K the identity which is clearly local). In particular, this provides an example
of a morphism of ringed spaces which is not induced by a ring morphism.

(iii) The affine line is the scheme X “ Spec krxs. Its points are either maximal,
corresponding to closed points of X which we can think of geometric points
of the line k. The trivial ideal p0q is the generic point whose closure is all
of k. Similarly, we can consider the affine plane Spec krx, ys whose maximal
ideals correspond to geometric points in the plane k2 and where the trivial
ideal is everywhere dense. The remaining prime ideals are generic points for
the irreducible curve they define, i.e. their closure consists of maximal ideals
correspodning to points in an irreducible curve.

(iv) Let X “ SpecA and a Ă A be an ideal, and consider the affine scheme
Y “ SpecA{a. The ring morphism A Ñ A{a induces a morphism Y Ñ X.
Since SpecA{a consists precisely of the prime ideals containing a we can think
of the image of Y in X as the closed set Zpaq of X. Y is an example of a
closed subscheme.

(v) Schemes have the advantage of greater flexibility in formal manipulations. The
sum of two radical ideals is not necessarily radical so one needs to be care-
ful when considering intersections of affine varieties. For closed subschemes
Y1 “ SpecA{a1 and Y2 “ SpecA{a2 of X “ SpecA we simply define the
intersection scheme as Y1 X Y2 :“ SpecA{pa1 ` a2q. For instance, let
X “ Spec krx, ys, Y1 “ Spec krx, ys{pyq and Y2 “ Spec krx, ys{py ´ x2 ` a2q

for some parameter a P k. If a ­“ 0 we have Y1XY2 “ Spec krxs{px´aqpx`aq
which consists of the two intersection points p´a, 0q and pa, 0q. For a “ 0
we find Y1 X Y2 “ Spec krxs{px2q, the point p0, 0q with multiplicity two. To
interpret that further, note that for any a, Y1 X Y2 determines a unique line
l “ Spec krx, ys{pbx` cyq in C2. Y1XY2 is in l ô pbx` cyq Ă px2´a2, yq wich
happens precisely if b “ 0. So the x-axis is the only line in A2 which contains
Y1 X Y2 regardless of the value of a. For a “ 0 this line can be interpreted
as the tangent line to Y1 X Y2. In this way, the “nilpotent” information of
krxs{px2q encodes “infinitesimal” information.

(vi) In analogy to (affine) varieties we get an affine cover of affine schemes by basic
open sets: If f P A then Df Ă SpecA with the induced topology and structure
sheaf is the affine scheme SpecAf . Indeed, Da and SpecAf coincide as sets,
they are both equal to tp P SpecA | f R pu (any prime ideal containing f
will be extended to all of Af under the natural localisation map A Ñ Af ).
As for the structure sheaves, we find for the base of topology Dgf , g P A (cf.
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Exercise 0.36)
ODf pDfgq “ OXpDfgq “ Afg

while
OSpecAf ppSpecAf qgq “ pAf qg “ Afg.

Schemes. Next we introduce the most general geometric object we consider in
this lecture course.

17. Definition (schemes). If pX,OXq is a locally ringed space, then so is
pU,OX |U q with the induced topology for any U Ă X open. We say that pX,OXq is
a scheme if it is covered by open sets Ui such that pUi,OX |U q are affine schemes.
A morphism of schemes is a morphism of locally ringed spaces.

18. Exercise (open subschemes) [Ha, Exer. II.2.2]. Let pX,OXq be a scheme,
and let U Ă X be an open subset. Show that pU,OX |U q inherits a natural scheme
structure. With this structure, U is called the open subscheme.

19. Example. Schemes typically arise via glueing (affine) schemes: Let X1

and X2 be schemes, and let Ui Ă Xi be open subsets. Furthermore, let pf, f 7q :
pU1,OX1 |U1q Ñ pU2,OX2 |U2q be an isomorphism of locally ringed spaces. We then
define a scheme X, and say that X was obtained by glueing X1 and X2, as follows.
As a topological space, X is the disjoint union of X1 and X2, wehre we identify
points xi P Xi if x2 “ fpx1q. In particular, we have the inclusions ιi : Xi Ñ X,
and requiring these to be continuous induces a topology on X (in the topology
literature this is sometimes written as X1 Yϕ X2). More concretely, a subset U of

X is open if and only if ι´1
i pUq is open in Xi. Next we define the structure sheaf.

For any open set U Ă X, we let

OXpUq “ tps1, s2q | si P OXipι
´1
i pUqq and s1|ι´1

1 pUqXU1
“ f 7ps2|ι´1

2 pUqXU2
qu

This turns pX,OXq into a locally ringed space. Since X1 and X2 are schemes it is
clear that pX,OXq is locally isomorphic to an affine scheme.

For instance, consider the affine lines Xi “ Spec krxs “ A1
k, and let Ui “ A1

kztpu,
where p is a closed point in A1

k,and where we consider the affine line as an affine
scheme. We let pf, f 7q be the identity map. The resulting scheme obtained by
glueing is an affine line with doubled point This is actually an example of a scheme
which is not affine, see for instance [GöWe, Exer. 3.26].

This construction can be easily generalised to (possibly infinite) families of schemes
Xi

20. Exercise (Glueing lemma) [Ha, Exer. II.2.12]. Let Xi be a family of
schemes, and suppose that for each i ­“ j there is an open subset Uij Ă Xi which we
view as open subschemes of Uj . If there are isomorphisms of schemes fij : Uij Ñ Uji
such that

(i) for each i and j, fij “ f´1
ji ;

(ii) fijpUij X Uikq “ Uji X Ujk, and fik “ fjk ˝ fij on Uij X Uik.

Show that there exists a scheme X, together with morphisms gi : Xi Ñ X for each
i, such that

(i) gi is an isomorphism from Xi onto an open subscheme of X;
(ii) the gipXiq cover X;
(iii) gipUijq “ gipXiq X gjpXjq;
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(iv) gi “ gj ˝ fij on Uij .

We say that X was obtained by glueing the schemes Xi.

21. Remark. In the same way we can glue morphisms f : X Ñ Y . More precisely,
if tUiu is an affine cover of X, and let tUijku be an affine cover of Ui X Uj , then
f : X Ñ Y is determined by fi : Ui Ñ Y such that the restrictions of fi and fj to
Ui X Uj agree, i.e. fi|Uijk “ fj |Uijk for all i, j and k.

Proposition 4.13 generalises as follows:

22. Proposition [GaAG, 5.3.7]. Let X be a scheme, and let Y “ SpecA be an
affine scheme. Then there is 1´ 1–correspondence between morphisms X Ñ Y and
ring morphisms A “ OY pY q Ñ OXpXq.

Proof. Let tUiu be an affine cover of X, and let tUijku be an affine cover of UiXUj .
Then f : X Ñ Y is determined by the fi : Ui Ñ Y as in the previous Remark 4.21.
As these sets are affine, they correspond to ring morphisms AÑ OUipUiq “ OXpUiq
and AÑ OX |Uijk . Hence a morphism f : X Ñ Y is the same as a collection of ring

morphisms f 7i : A Ñ OXpUiq such that the compositions ρUiUijk ˝ f
7

i : OY pY q Ñ

OXpUijkq and ρUjUijk ˝ f
7

j : OY pY q Ñ OXpUijkq agree for all i, j and k. By the
sheaf properties of OX this is preceisely the required data for a ring morphism
OY pY q Ñ OXpXq �

The local models SpecAi usually depend on the open set Ui. To make contact with
k-varieties we therefore need to introduce extra data.

23. Definition (scheme over S). Let S be a fixed scheme. A scheme over
S is a scheme X together with a morphism X Ñ S. A morphism X Ñ Y
between schemes over S is a scheme morphism which commutes with the two
given morphisms to S. We denote by SchpSq the category of schemes over S. If
S “ SpecA we also write SchpAq for the schemes over SpecA.

24. Example. Let X be a scheme, A “ Z and consider the natural inclusion
morphism Z Ñ OXpXq. By the previous Proposition we get a scheme morphism
X Ñ SpecZ, that is, a general scheme can always be considered as a scheme over
Z.

An S-scheme X over S is said to be of finite type over S if there is a covering of
S by open affine subsets Vi “ SpecBi such that f´1pViq can be covered by finitely
many open affine subsets Uij “ SpecAij , where each Aij is a finitely generated
Bi-algebra. In particular, a scheme is of finite type over k if it can be covered by
finitely many open subsets Ui “ SpecAI , where Ai is a fintely generated k-algebra.
Furthermore, a scheme is reduced if the rings OXpUq have no nilpotent elements
for all open subsets U Ă X. The following statements are easy consequences of
what we said above:

(i) SpecA is a scheme over k ô there is a morphism k Ñ A, i.e. A is an A is a
k-algebra. Moreover, a morphism of k-schemes SpecA Ñ SpecB correspond
precisely to the k-algebra morphisms B Ñ A.

(ii) SpecA is of finite type over k if and only if A is a finitely generated k-algebra.
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(iii) SpecA is reduced and irreducible ô f ¨ g “ 0 in A implies f “ 0 or g “ 0 ô
A is an integral domain. Indeed, assume that f ¨ g “ 0 but f ­“ 0 and g ­“ 0.
If g and f are the same up to some power, then A is not reduced. Otherwise,
we get a decomposition of SpecA into two proper closed subsets Zpfq and
Zpgq, whence SpecA is not irreducible (check the details as an Exercise).

From these definitions and observations we immediately deduce the

25. Proposition [GaAG, cf. 5.3.5]. There is a 1 ´ 1–correspondence between
affine k-varieties and their morphisms and reduced, irreducible schemes of finite
type over k.

26. Proposition (k-varieties and schemes over k) [Ha, II.2.6]. There is a
natural fully faithful functor t : Vark Ñ Schpkq from the category of varieties to the
category of schemes over k. For any variety X its underlying topological space is
homeomorphic to the set of closed points of tpXq, and its sheaf of regular functions
is isomorphic to the restriction of the structure sheaf of tpXq to this set of closed
points.

Proof. We sketch the proof and leave details as an Exercise. Let X be a variety.
We define tpXq to be the set of nonempty irreducible subsets of X. The closed sets
of tpXq will be sets of the form tpY q for Y Ă X closed. Furthermore, we define a

map α : X Ñ tpXq by αppq “ tpu. Then ptpXq, α˚OXq is the desired scheme. �

Fibre products. Next we want to discuss products in SchpSq, that is, given
two schemes f : X Ñ S and g : Y Ñ S in SchpSq, we want to construct the
product scheme X ˆS Y . Intuitively, this should correspond to the set of points
tpx, yq P X ˆ Y | fpxq “ gpyqu. In particular, X ˆk Y would correspond to the
“set-theoretic” product. We will first define the fibre product in more “categorical
terms” via a universal property.

27. Definition. Let f : X Ñ S and g : Y Ñ S be schemes over S. Then the fibre
productXˆSY is the scheme together with the projection maps πX : XˆSY Ñ X
and πY : X ˆS Y Ñ Y such that the square in (10) commutes and such that for
any scheme Z with morphisms to X and Y making the diagramm with the given
morphisms X Ñ S and Y Ñ S commutative, there exists a unique morphism
Z Ñ X ˆS Y making the whole diagramm

Z

  

&&##
X ˆZ Y

πX

��

πY // Y

g

��
X

f // S

(10)

commutative. If X and Y are k-schemes we let X ˆ Y “ X ˆk Y .

28. Easy properties. Assuming existence and uniqueness of fibre products for S-
schemes f : X Ñ S and g : Y Ñ S for a moment the universal property immediately
implies

‚ If U Ă X and V Ă Y are open subsets ñ U ˆS V “ π´1
X pUq X π´1

Y pV q Ă
X ˆS Y is an open subset.
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‚ If U Ă S is an open subscheme ñ f´1pUqˆU g
´1pUq “ f´1pUqˆS g

´1pUq.

The goal of this paragraph is to show uniqueness (so that we can indeed speak
about the fibre product) and existence of fibre products. Uniqueness is easy and
follows essentially from the universal property.

29. Proposition (uniqueness of the fibre product) [GaAG, 5.4.2]. The fibre
product, if it exists, is unique up to canonical isomorphism of S-schemes.

Proof. Assume that F1 and F2 are two schemes for which the entire Diagramm (10)
is commutative with Fi at the place of X ˆS Y . Replacing Z with F1 and F2

respectively yields unique morphisms ϕ : F1 Ñ F2 and ψ : F2 Ñ F1, whence
morphisms ψ ˝ ϕ : F1 Ñ F1 and ϕ ˝ ψ : F2 Ñ F2. Since these morphisms make
Diagramm (10) commute the uniqueness of the morphisms implies ψ ˝ ϕ “ IdF1

and ϕ ˝ ψ “ IdF2
. �

To show existence we first remark that the universal property of Diagramm (10) is
reminiscent of the universal property of tensor products 0.64.

30. Proposition (existence of fibre products) [GaAG, 5.4.7]. For any two
S-schemes f : X Ñ S and g : Y Ñ S the fibre product X ˆS Y exists.

Proof. The affine case. Assume that X “ SpecB, Y “ SpecC and S “ SpecA
are affine. The morphisms SpecB Ñ SpecA and SpecC Ñ SpecA turn B and C
into A-modules. We then define X ˆS Y “ SpecB bA C and claim that this is
indeed the fibre product. If Z Ñ X ˆS Y is a morphism then this corresponds to
a morphism BbA C Ñ R “ OZpZq. But this morphism is uniquely determined by
the factorisations B Ñ B bA C Ñ OZpZq, b ÞÑ bb 1, and C Ñ B bA C Ñ OZpZq,
c ÞÑ 1b c, and the morphisms B Ñ OZpZq and C Ñ OZpZq coming from the maps
Z Ñ X and Z Ñ Y .

The general case. We obtain the general case by glueing. Suppose thatXi is an open
covering of X (in particular, Xi are subschemes of X), and that we can construct
Xi ˆS Y . Then X ˆS Y exists. Indeed, let Xij “ Xi X Xj and Uij “ π´1

X pXijq.
By the properties of the fibre product 4.28, Uij “ Xij ˆS Y . By symmetry and the
universal property of the fibre product we get unique isomorphisms ϕij : Uij Ñ Uij
which are compatible with the projections and define glueing data for the family of
schemes Xi ˆS Y . This gives X ˆS Y . Hence, if Y and S are affine, X ˆS Y exists
for any X by using the first step and the glueing construction. By interchanging
X and Y we see that X ˆS Y exists whenever S is affine. If not, take an affine
cover Si of S. Then f´1pSiq ˆSi g

´1pSiq exists and is equal to f´1pSiq ˆS g
´1pSiq

by the second property of 4.28. Hence we can glue these fibre products to obtain
X ˆS Y . �

Fibre products are not only useful for describing products, but also for encapsulat-
ing various other construction of schemes.

31. Example: Intersection schemes. Consider two “inclusion morphisms”
Yi Ñ X, i “ 1, 2, for instance for two open or closed subschemes Y1,2 of X. Then
Y1XY2 :“ Y1ˆX Y2 is the intersection scheme of the X-schemes Y1 and Y2. For
instance, if X “ SpecA and Yi “ SpecA{ai, then Y1XY2 “ Spec pA{a1bAA{a2q “

SpecA{pa1 ` a2q in accordance with Example (v) of 4.16.
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32. Example: Fibres of a morphism. Let f : X Ñ Y be a morphism, and
p P Y . Its residue field kppq is just OY,p{mp, and gives rise to a map Spec kppq Ñ Y
which sends the unique point of Spec kppq to p. Then

f´1ppq :“ X ˆY Spec kppq

is called the fibre of f : X Ñ Y over p. If X “ SpecB and Y “ SpecA are affine
and p “ p P SpecA, then

f´1ppq “ SpecB bA Ap{pAp “ SpecB bA kppq,

whose underlying topological space is indeed homeomorphic to f´1ppq (exercise).

33. Example: Base extension. Let f : X Ñ Y and f : Y 1 Ñ Y be morphisms.
The base extension of f : X Ñ Y is the fibre product X ˆY Y

1. Consider, for
instance, a scheme Y Ñ k over k, and a field extension k Ă K, e.g. the algebraic
closure of k if k is not algebraically closed. Then Y ˆSpec k SpecK is a scheme over
K. For instance, if Y “ SpecA is an affine variety so that A is a k-algebra, then
Y ˆSpec k SpecK “ Spec pAbk Kq an affine scheme associated with a K-algebra.

Projective schemes. The projective space can be considered as a scheme by
glueing the affine pieces Spec kry1, . . . , yns. However, there is a global description
in analogy with Section 1. Let S “ ‘dě0Sd be a graded ring. Recall that S` “
‘dą0Sd (this corresponds to the “irrelevant ideal” px0, . . . , xnq in krx0, . . . , xns).

34. Definition (Proj of a graded ring). Let S be a graded ring. Then the
projective spectrum of S is ProjS “ tp P SpecS | p is homogeneous, S` Ć pu.

Next we let Zpsq “ tp P ProjS | s Ă pu for any homogeneous ideal s of S. The
following lemma is proven in the same way as in the affine case:

35. Lemma [GaAG, 5.5.2]. Let S be a graded ring.

‚ If tsiu is a family of homogeneous ideals of S ñ
Ş

iZpsiq “ Zp
ř

siq Ă
ProjS.

‚ If s1,2 are two homogeneous ideals of S ñ Zps1q Y Zps2q “ Zps1s2q Ă

ProjS.

The lemma enables us to define a topology on ProjS by taking Zpsq as closed sets
as in the affine case. Next we define the structure sheaf.

36. Definition. For p P ProjS we let

Sppq “ tf{g | g R p and f, g P Sd for some du.

If U Ă ProjS is an open subset we let

OProjSpUq “ ttϕpupPU | ϕp P Sppq and there exists an open covering Vα of U

and fα, gα P Sd such that ϕp “ fα{gα P Sppq for all p P Vαu

It directly follows from the local nature of the definition that OProjS is a sheaf.

37. Example. Taking Srns “ krx0, . . . , xns with the usual grading we recover
the projective space Pnk “ ProjSrns. A projective subscheme is a scheme of the
form ProjSrns{s.
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38. Proposition [GaAG, 5.5.4]. Let S be a graded ring.

(i) For every p P ProjS, the stalk OProjS,p is isomorphic to Sppq.
(ii) For every homogeneous f P S` let Df Ă ProjS be the basic open set Df :“

ProjSzZpfq “ tp P ProjS | f R pu. Then ProjS “
Ť

fPS`
Df and we have

pDf ,OProjS |Df q – SpecSpfq. (Recall that Spfq “ tg{fr | g P Sr¨deg fu.) In
particular, ProjS is a scheme.

Proof. (i) There is a well-defined morphism OX,p Ñ Sppq which sends ϕ “ tϕqu to
ϕp. The proof that this is an isomorphism carries over from the affine case.

(ii) Let p P ProjS be a point. Then S` Ć p so that there is f P S` with f R p.
Hence p P Xf so that the Df cover ProjS. Next we define an isomorphism ϕ :
Df Ñ SpecSpfq. If s is a homogeneous ideal of S, set ϕpsq “ sSfXSpfq. Restricting
to prime ideals in Df yields a map Xf Ñ SpecRpfq which is a bijection. (To show
injectivity note that sSf “ tSf imply s “ t by Corollary 1.106. Moreover, ϕpsq
is the contraction of sSf with respect to S Ñ Sf so that ϕpsq “ ϕptq implies
sSf “ tSf by Proposition 1.104.) Since for all s Ă S, ϕpsq Ă ϕppq ô s Ă p, ϕ must
be a homeomorphism. Finally, for p P Df the local rings OProjS,p “ Sppq and

OSpecSpfq,ϕppq “ pSpfqqϕppq “ tpg{f
rq{ph{fsq | deg g “ r deg f, deg h “ sdeg f, h R pu

are isomorphic for f R p which gives the desired isomorphism at sheaf level. �

39. Example. The projective space Pnk can be covered by the affine schemes
Dxi – Spec krx0, . . . , xnsxi – Ank .

Next we want to discuss the relationship between projective subschemes and ho-
mogeneous ideals in krx0, . . . , xns. Of course, any homogeneous ideal determines a
projective variety and thus a projective subscheme. However, as in the affine case,
projective schemes are more general as they also contain reducible or non-reduced
schemes such as Proj krx0, x1, x2s{px1x2q or Proj krx0, x1s{px

2
1q.

40. Definition (saturated ideal). Let s Ă Srns “ krx0, . . . , xns be a homoge-
neous ideal. The saturation s̄ of s is defined to be

s̄ “ ts P Srns | xmi ¨ s P s for some m and all iu.

In particular, s Ă s̄. If s̄ “ s, then s is said to be saturated.

41. Example. If s “ pfx0, . . . , fxmq with f P Srns homogeneous and irreducible,
then s̄ “ pfq. Indeed, if fxi P s for all i, whence pfq Ă s̄. On the other hand, s P s̄
implies xmi ¨ s P pfq for all i, whence s P pfq for f is irreducible.

In a way, the saturation of a homogeneous ideal is a way to remove the ambiguity
of the defining ideal of a projective scheme. Indeed:

42. Lemma [GaAG, 5.5.9]. Let s, t Ă Srns “ krx0, . . . , xns be homogeneous ideals
ñ

(i) s̄ is a homogeneous ideal;
(ii) ProjSrns{s “ ProjSrns{s̄;
(iii) ProjSrns{s̄ “ ProjSrns{̄t ô s̄ “ t̄;
(iv) sd “ s̄d for d " 0 (where sd denotes the set of homogeneous elements of degree

d etc., and d " 0 means that equality holds for all D ě d for d big enough).
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Proof. (i) Let s P s̄ be any (possibly nonhomogeneous) element. We need to show
that the homogeneous components sd P s̄. By definition, xmi ¨ s P s, hence so are
the homogeneous components xmi ¨ sd, that is sd P s̄.

(ii) Consider the covering Dxi of ProjSrns{s. Then p P Dxi X ProjSrns{s “ ts Ă
p P ProjSrns | xi R pu which clearly contains Dxi X ProjSrns{s. So let p be a
homogeneous prime ideal containing s with xi R p, and let s P s̄. Then s¨xmi P s Ă p,
and thus s P p for p is prime and xi R p. We have to show that ô xi R p.

(iii) By (ii), X “ ProjSrns{s “ ProjSrns{s̄. We show that we can recover s̄ from
X. Indeed, Dxi XX “ Spec pSrns{s̄qpx̄iq so that s̄ “ ts P Srns | s|xi“1 “ 0u where
s|xi“1 denotes the element s P krx0, . . . , xns obtained by setting xi “ 1 and where
we consider s|xi“1 as a function on the affine scheme Dxi XX.

(iv) The nontrivial inclusion is s̄d Ă sd for d " 0. Let fi be homogeneous generators
of s̄. Let D1 be the maximal degree of the fi. By definition, there is also a number
d2 such that xj ¨ fi P s for all j, i and d ě D2. We let D “ D1 ` pn ` 1qD2 and
consider f P s̄d for d ě D. Write f “

ř

aifi where ai is homogeneous and is of
degree at least pn` 1qD2. This implies that every monomial of ai contains at least
one xj with a power of at least D2. But this power multiplied with fi lies in s by
construction. Hence a : ifi P s for all i, whence f P sd. �

If X is a projective subscheme of Pn we let IpXq be the saturation of any ideal
s Ă Srns such that X “ ProjSrns{s. This is well-defined in view of the previous
lemma. We call IpXq the ideal of X and SpXq the homogeneous coordinate
ring of X.

43. Corollary [GaAG, 5.5.11]. There is a 1´1-correspondence between projective
subschemes of Pn and saturated homogeneous ideals s Ă Srns given by X ÞÑ IpXq
and s ÞÑ ProjSrns{s.

44. Exercise (union of schemes). Let X “ SpecA and Y “ SpecB be affine
schemes. Show that the disjoint union X \ Y is an affine scheme with X \ Y “

SpecAˆB, where AˆB is the usual product ring of A and B.

4.2. First applications. Hilbert polynomials and Bézout’s theorem. First
we discuss some numerical invariants of projective schemes. An obvious one is
dimension. For a general scheme pX,OXq this is defined to be the topological
dimension of the underlying topological space X. In particular, a 0-dimensional
projective scheme is a finite collection of points (this is not completely obvious for
a general scheme X need not to be a Noetherian topological space; however, this
is true for projective schemes). To get more invariants we introduce the following
function.

45. Definition. Let X be a projective subscheme of Pnk , and consider its
homogeneous coordinate ring SpXq together with its natural grading where an
equivalence class f̄ is homogeneous of degree d ô f P Srnsd. (This is indeed well-
defined: If f̄ “ ḡ are two homogenous representatives of the same equivalence class,
then f ´ g P IpXq. If f and g do not have the same degree, then f , g P IpXq for
this is a homogeneous ideal and therefore contains the homogeneous components
of any of its elements so that f̄ “ ḡ “ 0.) We define the Hilbert function of X
to be the function

hX : ZÑ Z, d ÞÑ hXpdq :“ dimk SpXqd.



ALGEBRAIC GEOMETRY 1 & 2 149

(Since we trivially have hXpdq “ 0 for d ă 0 and hXpdq ě 0 for d ě 0 we wil often
consider hX as a function NÑ N).

46. Examples.

(i) Let X “ Pn. Then SpXqd “ Srnsd so that the Hilbert function is

hXpdq “

ˆ

d` n
n

˙

“
pd` nqpd` n´ 1q . . . pd` 1q

n!
.

In particular, hXpdq is a polynomial of degree n in d with leading coefficient

1{n! (note that

ˆ

d
i

˙

is a polynomial of degree i in d) with leading coefficient

1{i!q.
(ii) Let X “ tr1 : 0s, r0 : 1su Ă P1 be two points in P1. Then IpXq “ px0x1q so

that a basis of SpXqd is given by t1u for d “ 0 and txd0, x
d
1u for d ą 0. Hence

hXpdq “

"

1 for d “ 0
2 for d ą 0

On the other hand, let X Ă P1 be the double point given by IpXq “ px2
0q.

Then a basis of SpXqd is given by t1u and tx0x
d´1
1 , xd1u so that we find the

same Hilbert function as in the case of two seperate points.
(iii) Let X “ tr1 : 0 : 0s, r0 : 1 : 0s, r0 : 0 : 1su Ă P2u three points which are not

collinear, that is, they are not on a line. Then IpXq “ px0x1, x0x2, x1x2q so
that txd0, x

d
1, x

d
2u is a basis of SpXqd and we find as above

hXpdq “

"

1 for d “ 0
3 for d ě 1

(iv) Let X “ tr1 : 0s, r0 : 1s, r1 : 1su Ă P1 be three points. Then IpXq “
px2

0x1´x0x
2
1q. The relation x2

0x1 “ x0x
2
1 reduces the power of x0 in monomials

xi0x
j
1 with i ě 2, j ě 1. Hence a basis of SpXqd is givenby t1u for d “ 0,

tx0, x1u for d “ 1 and txd0, x0x
d´1
1 , xd1u for d ą 1. It follows that

hXpdq “

$

&

%

1 for d “ 0
2 for d “ 1
3 for d ě 2

We find the same Hilbert function for three collinear points in P2.

These examples show the following. First, hXpdq does not only depend on X as
a point set, but also on the way X is embedded into Pn. Secondly, hX becomes
constant for d " 0. We want to generalise these observations. First we investigate
hX for 0-dimensional projective schemes.

47. Lemma [GaCA, 6.1.4]. Let X be a zero-dimensional subscheme of Pnk ñ
(i) X “ SpecA for some k-algebra A. In particular, X is affine;
(ii) dimk A ă 8;
(iii) hXpdq “ dimk A for d " 0. In particular, hXpdq is constant for large values of

d.

48. Remark. The number dimk A is called the length of X. It can be interpreted
as the number of points together with their schemetheoretic multiplicity, cf. also
Example 4.16 (v).
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Proof. (i) Since X is a finite collection of points we may choose coordinates such
that the hyperplane tx0 “ 0u does not intersect X. Hence X “ X XDx0

which is
affine by Proposition 4.38.

(ii) We may without loss of generality assume that X is irreducible, that is, X
consists of a single point. Otherwise, X is the finite disjoint union of points so
that A is given as the direct product of the rings of the respective points, cf.
Exercise 4.44. Furthermore, choosing suitable coordinates, we may assume that
this point is the origin of some Ank . Then, writing X “ Spec krx1, . . . , xns{a we
have

?
a “ px1, . . . , xnq so that for all i, xdi P a for some d. It follows that any

monomial of a polynomial of degree D :“ d ¨n must lie in a for the monomial must
contain at least one xji factor with j ě d. The polynomials of degree less than D
therefore generate the k-vector space A “ krx1, . . . , xns{a which therefore must be
finite dimensional.

(iii) The homogeneous ideal IpXq is obtained as the homogenisation of a. Con-
versely, we obtain a by evaluating elements in IpXq at x0 “ 1. For d ě D we
therefore get an k-vector space isomorphism Sd Ñ A given by

`

krx0, . . . , xns{IpXq
˘

d
Ñ krx1, . . . , xns{a, f ÞÑ f |x0“1

with inverse

krx1, . . . , xns{aÑ
`

krx0, . . . , xns{IpXq
˘

d
, f ÞÑ fp

x1

x0
, . . . ,

xn
x0
qxd0 “ fh ¨ x

d´deg f
0 ,

where fh denotes the homogenisation of the polynomial f . (Note that the k-algebra
A “ krx1, . . . , xns{a contains a basis of polynomials of degree ă d this is indeed
well-defined.) �

Next we discuss the general case.

49. Proposition [GaAG, 6.1.5] and [Ha, I.7.3]. Let X be an m-dimensional
projective subscheme of Pn. Then there is a unque polynomial χX P Qrds such that
hXpdq “ χXpdq for d " 0. Furthermore,

(i) The degree of χX is m;
(ii) The leading coefficient of χX is 1{m! times a positive integer.

χX is called the Hilbert polynomial of X.

Proof. By induction on m. m “ 0 follows from the lemma, so let m ą 0. By a
linear change of coordinates we may assume that no component of X lies in the
hyperplane H “ Zpx0q. In particular, dimpXXHq ă dimX (this follows essentially
from Exercise 3.70). We have an exact sequence of graded vector spaces over k (with
S “ krx0, . . . , xns)

0 // S{IpXq ¨x0 // S{IpXq // S{pIpXq ` px0qq // 0.

If multiplication by x0 were not injective, then there would be a homogeneous
polynomial such that f R IpXq but x0f P IpXq. Hence X “ pXXZpfqqYpXXHq.
as no irreducible component lies in H by assumption we would habe X “ XXZpfq
and thus f P IpXq. Taking the degree d-part of this sequence for d ąą 0 (so that

pIpXq ` px0qqd “ IpXq ` px0qd as in Lemma 4.42) we get

hXXHpdq “ hXpdq ´ hXpd´ 1q.

By induction, we know that hXXHpdq is a polynomial of degree m´ 1 with leading
coefficient 1{pm´ 1q! for d " 0 so that

hXXHpdq “
m´1
ÿ

i“0

ci

ˆ

d
i

˙
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with ci P Z and cm´1 positive. We claim that

hXpdq “ c`
m´1
ÿ

i“0

ci

ˆ

d` 1
i` 1

˙

for some c P Z. This follows by induction over d for

hXpdq “ hXXHpdq ` hXpd´ 1q

“

m´1
ÿ

i“0

ci

ˆ

d
i

˙

` c`
m´1
ÿ

i“0

ci

ˆ

d
i` 1

˙

“ c`
m´1
ÿ

i“0

ci

ˆ

d` 1
i` 1

˙

from which the claim follows (the constant c takes care of the start of the induction).
�

50. Remark. By Lemma 4.42 (iv) we can actually replace the saturated ideal
IpXq by any ideal with X “ ProjS{I for the computation of the Hilbert polyno-
mial.

51. Definition. Let X be a projective subscheme of Pn. The degree degX
of X is dimX! times the leading coefficient of the Hilbert polynomial χX . By the
previous proposition, this is a positive integer.

52. Examples.

(i) It follows from Lemma 4.47 that degX “ length of X for a zero dimensional
scheme X.

(ii) The Hilbert polynomial of Pn is χPnpdq “

ˆ

d` n
n

˙

. It follows that degPn “

1;
(iii) Let X “ ProjS{pfq where f some homogeneous polynomial. In particular,

dimX “ n ´ 1. Then degX “ deg f . Indeed, the dimension of the d-th
graded part of S{f ¨ S is (for d " 0)

hXpdq “ dimSd ´ dimSd´deg f

“

ˆ

d` n
n

˙

´

ˆ

d` n´ deg f
n

˙

“
1

n!

`

pd` nq ¨ . . . ¨ pd` 1q ´ pd´ deg f ` nq ¨ . . . ¨ pd´ deg f ` 1q
˘

“
deg f

pn´ 1q!
dn´1 ` lower order terms.

(iv) There are several ways of embedding P1 into P2, for instance as a linear
subspace rx : ys P P1 ÞÑ rx : y : 0s P P2 or via the Veronese embedding
rx : ys P P1 ÞÑ rx2 : xy : y2s P P2. Now the first embedding is given by the
equation x2 “ 0 while the second is given by x0x2 ´ x2

1 “ 0 resulting in two
rational curves (curves biregular to P1) of degree 1 and 2 respectively.

53. Proposition. Let X1 and X2 be two m-dimensional projective subschemes of
Pn, and assume that dimpX1 XX2q ă m. Then degpX1 YX2q “ degX1 ` degX2.
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Proof. We have X1XX2 “ ProjS{
`

IpX1q`IpX2q
˘

and X1YX2 “ ProjS{
`

IpX1qX

IpX2q
˘

. The exact sequence

0 // S{
`

IpX1q ` IpX2q
˘

// S{IpX1q ‘ S{IpX2q // S{
`

IpX1q ` IpX2q
˘

// 0

f
� // pf, fq

pf, gq
� // f ´ g

implies that hX1pdq ` hX2pdq “ hX1YX2pdq ` hX1XX2pdq for large d. In particular,
the same equation holds for Hilbert polynomials. Comparing coefficients implies
the result for dimpX1 X X2q ă m for only hXipdq and hX1YX2

pdq have degree m
terms. �

54. Example of invariants associated with the Hilbert polynomial. If X
is a projective subscheme of Pn, then the number

papXq :“ p´1qdimX ¨ pχXp0q ´ 1q

is called the arithmetic genus of X (see also Section 5.5.3). One can show tha
this is independent of the projective embedding and that it is in fact a birational
invariant (see for instance [Ha, Exercise III.5.3], and if X is a smooth curve over C,
then gpXq is just the topological genus. For instance we find papPnq “ 0 for all n
which in particular gives papP1

Cq “ 0 reflecting the fact that P1
C is simply connected

(see also Proposition 4.37 and 4.40).

We can use the theory developed so far to prove the famous

55. Theorem (Bézout). Let X be a projective subscheme of Pn of positive
dimension, and let f P S be a homogeneous polynomial such that no component of
X is contained in Zpfq. Then

deg
`

X X Zpfq
˘

“ degX ¨ deg f.

Proof. We consider the exact sequence

0 // S{IpXq
¨f // S{IpXq // S{pIpXq ` pfqq // 0.

from which we deduce that

χXpdq “ χXpd´ deg fq ` χXXZpfqpdq

for d large enough. On the other hand,

χXpdq “
degX

m!
dm ` cm´1d

m´1 ` terms of order at most dm´2

where m “ dimX. It follows that

χXXZpfq “
degX

m!
pdm ´ pd´ deg fqmq ` cm´1pd

m´1 ´ pd´ degfqm´1q

` terms of order at most dm´2

“
degX

m!
¨m deg f ¨ dm´1 ` terms of order at most dm´2.

We conclude that degpX X Zpfqq “ degX ¨ deg f . �
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56. Example (classical Bézout). Let C1 and C2 be two curves in P2 without
common irreducible components given by homogeneous polynomials of degree d1

and d2. In particular, the intersection C1XC2 is a 0-dimensional scheme. Then we
find for its length degpC1XC2q “ d1 ¨d2, that is, the two curves intersect in precisely
d1 ¨ d2 points counted with their scheme theoretic multiplicity. In particular, C1

and C2 intersect set-theoretically in at most d1 ¨d2 points and at least in one point.

57. Example (geometric interpretation of the multiplicities).

(i) If C1 and C2 are smooth and both curves have different tangent lines at the
intersection point, then the multiplicity is 1.

(ii) If C1 and C2 are smooth at P and are tangent to each other, then the inter-
section mulitplicity is at least 2.

(iii) If C1 is singular and C2 is smooth, then the intersection multiplicity is at least
2; if both curves are singular, then the intersection multiplicity is at least 3.

To prove this we first observe that this is a local statement so we may assume
that Ci are affine curves in A2 intersecting at the origin, with defining polynomials
fi “ aix ` biy ` higher order terms. The spectrum of krx, ys{pf1, f2q is just the
scheme-theoretic intersection of C1 and C2. If for instance, both curves are singular
so that no linear term arises (i.e. ai “ bi “ 0), then 1, x and y are three linearly
independent elements krx, ys{pf1, f2q so that the length of the origin is at least 3.

58. Exercise (twisted cubic curves and its generators). Consider the
twisted cubic curve in P3 given by

C “ trx0 : . . . : x3s | x
2
1 ´ x0x2 “ x2

2 ´ x1x3 “ x0x3 ´ x1x2 “ 0u.

Then its degree is 3 and its ideal cannot be generated by fewer than three polyno-
mials.

Proof. Assume to the contrary that IpCq “ pf, gq for homogeneous polynomials f
and g. Then deg f ¨ deg g “ 3 so that one of the polynomials must be linear. But
then C would be contained in some hyperplane which is not the case. �

As a further application, we prove:

59. Corollary [GaAG, 6.2.10]. Every isomorphism Pn Ñ Pn is linear, i.e. of the
form fpxq “ A ¨ x for A P GLpn` 1, kq.

Proof. Let H be a hyperplane, and L be a line in Pn which is not contained in H,
that is, H and L correspond to an n-dimensional and a 2-dimensional subspace of
kn`1 which intersect transversally, that is, in a line through the origin. Then HXL
is scheme-theoretically just one reduced point, and so is fpHq X fpLq for f is an
isomorphism. It follows that deg fpHqX fpLq “ 1. As degrees are positive integers
we necessarily have deg fpHq “ 1. Hence f maps hyperplanes to hyperplanes. In
particular, the coordinate functions xi get mapped to linear functions which defines
the (dual) matrix A. Since f is invertible, so is A. �

60. Exercise. Let C be an irreducible curve of degree d. Then C has at most
pd´ 1q!{2pd´ 3q! singular points.
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Divisors on curves. The intersection scheme remembers (a) the actual set-
theoretic intersection (b) the scheme-theoretic multiplicities. We formalise this
kind of information next.

61. Definition. Let C Ă Pn be a smooth projective (and thus irreducible)
curve. A divisor on C is a formal finite linear combination D “ a1p1` . . .`ampm
of points pi P C with integer coefficients ai. We denote the group of divisors
(with the obvious group operations) by DivC. The points for which ap ­“ 0 form
the support of D. The degree of a divisor

ř

aipi is the sum
ř

ai. Obviously,
deg : DivC Ñ Z induces a group morphism.

62. Examples of divisors.

(i) Let Z Ă Pn be a zero-dimensional projective subscheme of Pn, and let p1, . . . , pm
be the points in ZXC. The length of Z gives each point pi a scheme-theoretic
multiplicity ai. Hence we obtain a divisor

pZq “
ÿ

aipi

which we call the divisor induced by Z.
(ii) On the other hand, consider the hypersurface of Pn defined by a nontrivial ho-

mogeneous polynomial f such that C is not contained in Zpfq. Then we get a
0-dimensional intersection scheme Z “ ZpfqXC. We denote by pfq :“ pZq “
ř

aipi the induced divisor. In particular, if C and C 1 are two curves in P2, this
gives rise to their so-called intersection product in DivC denoted by C ¨C 1.
There are at most degpfq “

ř

ai “ deg f ¨ degC points on pfq by Bézout,
and we obviously have a map SpCqdzt0u Ñ DivpCq, f ÞÑ pfq “ C X Zpfq
since we are free to add any element g P IpCq to f . Indeed, cover Pn by
the standard charts Ui given by xi ­“ 0. For instance, Zpf ` gq X C X U0 “

Spec kry1, . . . , yns{
`

IpCq, f ` g
˘

|x0“1 “ Spec kry1, . . . , yns{
`

IpCq, f
˘

|x0“1 (as-
suming that the intersection scheme is not empty) etc.

63. Lemma [GaAG, 6.3.3]. Let C Ă Pn be a smooth irreducible curve, and let
f , g P SpCq be nontrivial homogeneous elements in the coordinate ring of C. Then
pfgq “ pfq ` pgq.

Proof. Let pfgq “
ř

aipi. Set theoretically the zeros of fg are the union of the
zeroes of f and g so that pfq “

ř

bipi, pgq “
ř

cipi. We have to show that
ai “ bi` ci. Fix i and an affine open set U “ SpecA which only contains pi. Then
ai “ dimk A{pfgq, bi “ dimk A{pfq and ci “ dimk A{pgq. The result now follows
from the sequence

0 // A{pfq
¨g // A{pfgq // A{pgq // 0

which is exact (C is irreducible so that A is an integral domain). �

64. Definition (divisor of a rational function). Let C Ă Pn be a smooth,
irreducible curve and let ϕ P KpCq˚ be a nonzero rational function. By definition
we can write ϕ “ f{g for some nonzero f , g P SpCqd, cf. Proposition 1.156. We
define the divisor of the rational function ϕ by

pϕq “ pfq ´ pgq P DivpCq

and think of pfq as the divisor of zeroes of ϕ and pgq as the divisor of poles.

Note in passing that degpϕq “ degpfq ´ degpgq “ ddegC ´ ddegC “ 0.



ALGEBRAIC GEOMETRY 1 & 2 155

65. Example. Let C “ P1 and consider the functions fpx0, x1q “ x0x1 and
gpx0, x1q “ px1 ´ x0q

2. Then pfq “ p1 ` p2 with p1 “ r1 : 0s and p2 “ r0 : 1s and
pgq “ 2p3 where p3 “ r1 : 1s. The quotient f{g defines a rational function ϕ on P1

with pϕq “ p1 ` p2 ´ 2p2. Moreover, degpfq “ degpgq “ 2 and degpϕq “ 0.

The map p¨q : KpCq˚ Ñ DivC that sends every rational function to its divisor is
clearly a group morphism which maps KpCq˚ onto a subgroup of DivC.

66. Definition (Picard or divisor class group). We define the divisor class
group or Picard group by

ClpCq “ DivpCq{pKpCq˚q,

that is, it is the set of equivalence classes where D, D1 in DivpCq are linearly
equivalent ô D ´D1 “ pϕq. Note that the group morphism deg : DivpCq Ñ Z
descends to ClpCq. We denote by Cl0pCq its kernel, the degree 0 elements of the
divisor class group.

Unlike the group of divisors which is more topological in nature than geometrical,
the divisor class group is a rich source of geometric information. We discuss some
examples next.

67. Proposition [GaAG, 6.3.11]. The degree map induces an isomorphism

ClpP1q – Z,

that is, any two divisors having the same degree are linearly equivalent.

Proof. We need to show that any divisor D “
ř

aipi with degD “ 0 is the divisor
of a rational function. Indeed, if rxi : yis are the homogeneous coordinates of pi,
then D “ pϕq with ϕpx, yq “ Πm

i“1pxyi ´ yxiq
ai . �

68. Exercise. Show that a smooth conic is isomorphic to P1. Conclude that its
divisor class group is isomorphic to Z.

Next we consider the divisor class group of a cubic curve.

69. Proposition [GaAG, 6.3.15]. Let C be a smooth cubic curve, and let p0 P C
be a point. Then the map

C Ñ Cl0, p ÞÑ p0 (11)

is a bijection.

Proof. The map is obviously well-defined. We must show that it is bijective. For
surjectivity, let D “ p1`. . .`pm´q1´. . .´qm be any divisor of degree 0 (the points
pi and qj are not necessarily distinct). If m ą 1 let p and q be the third intersection
point of the lines determined by p1p2 and q1q2 respectively. (If for instance p1 “ p2

then either the tangent intersects C in a further point p, or p “ p1 so that in any
case the tangent line induces the divisor 2p1 ` p on C). Then p1 ` p2 ` p and
q1 ` q2 ` q are both divisors on C defined by linear forms l1 and l2. The quotient
ϕ “ l1{l2 is a rational function giving rise to the divisor p1 ` p2 ` p ´ q1 ´ q2 ´ q
which is zero in ClpXq. In particular, D “ p3 ` . . . ` pm ` q ´ q3 ` . . . ` qm ´ p
in ClpXq so that we have reduced the number of positive and negative points in D
by one. Continuing in this vein we finally obtain a divisor of the form D “ p ´ q,
that is, m “ 1. Then let p1 be the third intersection point of the line determined
by p and p0 with C and let q1 be the third intersection point of p1q. Then as before



156 UNIVERSITÄT STUTTGART

p1 ` p` p0 ´ pp
1 ` q` q1q “ 0 in ClpXq so that D “ p´ q “ q1 ´ q0. For injectivity

(which is in the vein of surjectivity), see [GaAG, 6.3.13]. �

70. The group law on a plane cubic curve. Let C be a smooth cubic curve.
By the previous corollary there exists a natural group structure ‘ on C with p0

serving as identity element determined by p‘ q´p0 “ p´p0` q´p0 “ p` q´2p0.
On the other hand, ClpCq can be made into a variety. While this is true for any
smooth projective curve (ClpCq is the so-called Picard variety) the group structure
on C is special to the cubic case. Let us briefly consider this group structure from
a geometric point of view. For two (non necessarily distinct) points p and q P C let
ϕpp, qq be the (unique) point on C such that p` q ` ϕpp, qq “ 0 in ClpCq, that is,
p` q ` ϕpp, qq is the divisor of a linear function. If p and q are distinct, ϕpp, qq is
just the intersection point of LX C, where L is the line determined by p and q. If
p “ q then either the tangent intersects C in a further point ϕpp, pq in which case
the tangent line induces the divisor 2p` ϕpp, pq on C, or p is a so-called inflection
point, and the tangent line gives rise to the linear divisor 3p, see Figure 4.19.

Figure 19. The construction of ϕpp, qq

To construct p‘ q geometrically, we note that p‘ q ` p0 “ p` q so that

p` q ` ϕpp, qq “ 0 “ p‘ q ` p0 ` ϕpp, qq

so that

p‘ q “ ϕpp0, ϕpp, qqq,

see Figure 4.20.

71. Remark. One can show that p is an inflection point ô 3p “ p0, i.e.
p‘ p‘ p “ 0 in C. Furthermore, there are exactly nine inflection points on a cubic
curve [GaCA, 6.4.6].
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Figure 20. The cubic group law

5. Quasi-coherent and locally free sheaves

So far we encountered sheaves in form of the structure sheaf OX of a locally ringed
space pX,OXq which was actually a sheaf of rings. In the same way it was important
to pass from rings to modules it will be important to consider sheaves of OX -
modules. Here, F is a sheaf of OX-modules if for any open set, FpUq is an
OXpUq-module, and this module structure is compatible with the restriction maps
in the obvious sense.

1. Example. Let X Ă Pn be a projective variety with SpXq “
À

dě0 SpXqd. For
any integer n P Z we let

Kpnq “ t
f

g
| f P SpXqd`n, g P SpXqd for some d ě 0, g ­“ 0u.

For p P X we set

OXpnqp “ t
f

g
P Kpnq | gppq ­“ 0u

and

OXpnqpUq “
č

pPU

OXpnqp.

It is easy to see that OXpnq defines indeed a sheaf, a so-called twisting sheaf. We
can think of its elements as functions of degree n . In particular, OXp0q “ OX so
that multiplication with f P OX induces a linear map OXpnq Ñ OXpnq and thus
an OX -module structure. Note that every homoegeneous polynomial of degree n
defines a global section of OXpnq while there are no global sections of OXpnq for
n ă 0.

2. Remark. Note that for the basic open sets Dxi in Pn, OXpnqpUq – OXpUq if
U Ă Dxi as OXpUq-modules. Indeed, we have the isomorphisms

OXpUq Ñ OXpnqpUq, ϕ ÞÑ ϕ ¨ xni

with inverse

OXpnqpUq Ñ OXpUq, ϕ ÞÑ ϕ ¨ x´ni .

For instance, 1{x0 P OP1p´1qpUx0q.
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A sheaf of OX -modules is is locally free of rank 1 if it is locally isomorphic to
OX . Such sheaves correspond to rank 1 vector bundle, i.e. line bundles. Hence for
every n P Z there exists a line bundle Ln. In fact, this describes the line bundles
(up to isomorphism) completely. Unfortunately, we cannot prove this here, but this
is essentially Lemma 5.67 for the divisor class group ClpCq classifies line bundles
on C up to isomorphism.

5.1. Quasi-coherent sheaves. As for modules with sheaves of OX -modules we
can perform certain algebraic operations such as direct sum of tensor product.
While this is easy to define at presheaf level we usually need to sheafify in order to
obtain proper sheaves.

Sheafification. Recall that a morphism of sheaves η : F Ñ G was a family
ηU : FpUq Ñ GpUq commuting with the restriction morphisms. It is clear that
pker ηqpUq :“ kerpηpUqq, pim ηqpUq :“ impηpUqq and pcoker ηqpUq :“ cokerpηpUqq
are presehaves, but only ker η actually defines a sheaf (cf. Exercise 1.82).

3. Example. coker η is not a sheaf: Consider the varieties X “ A1zt0u and
Y “ A2zt0u together with the morphism provided by the inclusion ι : X Ñ Y ,
ιpxq “ px, 0q. Let ι˚ : OY Ñ ι˚OX be the induced sheaf morphism. Note that
OY pY q “ krx, ys (which shows that Y is not affine, cf. also Exercise 1.??). We
cover Y by the open subsets Dx1

and Dx2
. The maps

OY pDx1q “ krx1, x2sx1 “ krx1, x
´1
1 , x2s Ñ OXpUx1 XXq “ krx1, x

´1
1 s

OY pDx2
q “ krx1, x2sx2

“ krx1, x
´1
2 , x2s Ñ OXpUx2

XXq “ 0

are clearly surjective so that coker ι7pDxiq “ 0. However, coker ι7pXq ­“ 0 for
OY pY q “ krx1, x2s Ñ OXpXq “ krx1, x

´1
1 s is not surjective. Hence coker ι7 is not a

sheaf since the zero section over Dxi does not extend uniquely to a section in coker ι7.
Put differently, we cannot compute coker ι7 locally – it is not enough to know that
a section vanishes over an open covering to conclude it vanishes altogether. This
stands in contrast to the kernel of a morphism which is in this respect locally
computable.

Similarly, for sheaves of OX -modules F and G, we get new (pre-)sheaves of OX -
modules, namely

‚ pF ‘ GqpUq :“ FpUq ‘ GpUq the direct sum sheaf;
‚ pF b GqpUq :“ FpUq bOXpUq GpUq the tensor product sheaf;
‚ F_pUq “ HomOXpUqpFXpUq,OXpUqq the dual sheaf.

4. Example. pF b Gq is not a sheaf: Consider the sheaves Op˘1q over P1.
Then Op´1qbO Op1q is not a sheaf. Indeed, over Dxi ,, x

´1
i b xi P Op´1qpDxiqbO

Op1qpDxiq both define the constant section 1. However, these sections cannot be
glued to a global section for Op´1q has no nontrivial global sections at all.

The idea to turn these constructions into sheaves is to sheafify the presheaves.
Recall that for a presheaf F , its stalk was the direct limit

Fp “ lim
ÝÑ

UPUppq
FpUq,

where Uppq is a neighbourhood basis of p. In particular, for any germ ϕ P Fp there
exists a section s P FpUq with 0ϕ “ rU, ss, where rU, ss “ rV, ts if there exists
W P Uppq, W Ă U X V such that rW, s|W s “ rW, t|W s.
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5. Definition (sheafification). Let F be a presheaf. Its associated sheaf or
sheafification is the sheaf is defined by

F̂pUq “ tϕ “ pϕpqpPU | ϕp P Fp is locally induced by a sectionu.

Here, being locally section means that for any p P U there exists an open neigh-
bourhood of p in U such that ϕp is the germ of ψ P FpV q at p.

6. Example. For an affine variety X Ă An consider the presheaf

RXpUq :“ t
f

g
P kpx1, . . . , xnq | gppq ­“ 0 for all p P Uu

of functions on U which are given by fractions of polynomials. Its associated sheaf
R̂X is the sheaf of regular functions OX .

The following result is obvious.

7. Proposition [GaAG, 7.1.103]. Let F be a presheaf ñ

(i) Fp – F̂p for all p P X;

(ii) if F is a sheaf, then F̂ “ F .

We then define coker η or F bO G to be the sheaves associated with the naturally
defined presheaves.

Quasi-Coherent sheaves. If X “ SpecA and M is an A-module we would like
to turn M into a sheaf of OX -module M̃ . Now OXpXq “ A so that it is natural

to define M̃pXq “ M and M̃pXf q “ Mf . This is indeed possible but in order to
stress the analogy with the structure sheaf we make the following

8. Definition (quasi-coherent sheaf).

(i) Let M be an A-module. Over X “ SpecA we define a sheaf of OX -modules
by

M̃pUq :“ tϕ “ tϕpup | ϕp PMp is locally of the form ϕ “ m{a, m PM, a P Au

with the by now intuitively clear notion of localness.
(ii) It is straightforward to see that M̃ defines a sheaf. More generally we say

that a sheaf of OX -modules F over a scheme pX,OXq is quasi-coherent if
X can be covered by open affine subsets Ui “ SpecAi Ă X such that F |U is

of the form M̃i for some A-module Mi.

9. Remark. A quasi-coherent sheaf is called coherent if the Mi are finitely
generated Ai-modules.

10. Lemma. If F is quasi-coherent, then F |U is of the form M̃U for any open
affine subset U “ SpecAU .

Proof. See [Ha, II.5.4]. �

The same proof as for the structure sheaf (cf. Proposition 4.7) applies to show

11. Proposition [GaAG, 7.2.2]. Let X “ SpecA and M be an A-module ñ
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(i) For every p P X we have M̃p “ Mp, that is, the stalk of M̃ at p is the
localisation of M at p;

(ii) for every f P A, M̃pDf q “Mf . In particular, M̃pXq “M .

12. Examples.

(i) The structure sheaf is coherent. True by design for OXpUq “ A for
U “ SpecA.

(ii) A coherent skyscraper sheaf. Let X “ P1 and p “ r0 : 1s. We let Kp be
the sheaf defined by KppUq “ k if p P U and 0 else. The stalks are pKpqq “ k
if q “ p and 0 else whence the name skyscrpaer sheaf. We claim that Kp
is coherent. Indeed, Kp|Dx0 “ 0̃, the sheaf given by the trivial module over

Dx0
“ Spec krxs. On the other hand, Kp|Dx1 “ M̃ , where M “ k is the

krxs-module given by fpxq ¨ a “ fp0q ¨ a.

(iii) A sheaf which is not quasi-coherent. Let X “ A1
k and F̂ be the sheaf

associated with FpUq “ OXpUq if 0 R U , FpUq “ 0 else. Then F̂p “ OX,p

if p ­“ 0 and F̂0 “ 0. It follows that F̂ has no nontrivial global section:

Indeed, if s P F̂pXq, then s0 “ 0. By definition, this means that s vanishes
on a neighbourhood of 0 and vanishes identically for X is irreducible. If
F̂ “ M̃ were quasi-coherent, then M “ 0 by the previous proposition, and
thus F̂pUq “ 0 for any open set, a contradiction.

Quasi-coherent sheaves form a particularly nice class of sheaves of OX -modules
for it is compatible with all natural operations on sheaves which also shows that
quasi-coherent sheaves exist in abundance.

13. Lemma [GaAG, 7.2.7], [Ha, II.5.5, II.5.7]. Let X “ SpecA.

(i) For any two A-modules M and N there is a 1–1 correspondence betwenn

morphism of sheaves M̃ Ñ Ñ and A-linear maps M Ñ N .
(ii) A sequence of A-modules 0 ÑM1 ÑM2 ÑM3 Ñ 0 is exact ô the sequence

of OX-modules 0 Ñ M̃1 Ñ M̃2 Ñ M̃3 Ñ 0.
(iii) For any two A-modules M and N , M̃ ‘ Ñ “ pM ‘Nq„.

(iv) For any two A-modules M and N , M̃ b Ñ “ pM bNq„.

(v) For any A-module M we have M̃_ “ pM_q„.

In particular, kernels, cokernels, direct sums, tensor products and duals of quasi-
coherent sheaves are again quasi-coherent on any scheme, and the functor M ÞÑ

M̃ gives an equivalence of categories between the category of A-modules and the
category of OX-quasi-coherent sheaves on X “ SpecA.

Proof. This follows directly from the localisation properties of modules. For in-
stance, localising an A-linear map indueces a map at stalk level of the associated
quasi-coherent sheaves. Furthermore, a sequence of A-modules is exact ô all lo-
calised exact sequence are exact, that is, the induced sequence of quasi-coherent
sheaves is exact at stalk level etc.. �

Another important example is this.

14. Ideal sheaves.. We say that ι : X Ñ Y is a closed immersion if

‚ ι induces a homeomorphism onto a closed subset of Y ;
‚ the induced morphism ι7 : OY Ñ ι˚OX is surjective.
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The kernel ker ι7 is called the ideal sheaf of X and is written I|X{Y .

In the affine case where X “ SpecB and Y “ SpecA this is equivalent to a
surjective ring morphism A Ñ B, that is, B – A{a and we recover the notion of
a closed affine subscheme as defined in Example 5.16 (iv). In the general case, the
ideal sheaf fits into the exact sequence

0 // I|X{Y // OY
// ι˚OX

// 0.

As a kernel of a quasi-coherent sheaf, I|X{Y is itself quasi-coherent. Locally, where
I|X{Y – ã etc. the restricted exact sequence is given by an exact sequence of A-
modules

0 // a // A // B // 0.

In particular, X has an affine cover of the form SpecA{a.

Furthermore, quasi-coherence is also compatible with two standard functorial con-
structions. We considered already the direct image or push-forward f˚F of a
sheaf F over X induced by a morphism f : X Ñ Y of schemes. It is the sheaf over
Y given by

f˚FpV q :“ Fpf´1pV qq.

There is also a dual operation to the direct image, namely, the pull-back of a sheaf
G over Y . The definition requires some care, and we first introduce the inverse
image sheaf f´1G over X by

f´1GpUq “ lim
ÝÑ

VĄfpUq

GpUq.

In analogy with the definition of germs (cf. Definition 1.80) this means that any

ϕ P f´1GpUq is given by an equivalence class rV, f s, f P GpV q, where rV, f s “ rṼ , f̃ s

ô there exists U Ă W Ă V X Ṽ such that f |W “ f̃ |W in GpW q. This is indeed a
sheaf with stalks f´1Gp “ Gpfppq. Moreover, f´1G is a sheaf of f´1OY -modules. In

order to get a sheaf of OX modules we need to tensor with OX seen as a f´1OY -
module via f 7 : OY Ñ f˚OX , namely

f˚G “ f´1F bf´1OY OX

(note that for ϕ “ rV, f s P f´1OY pUq, U Ă f´1pV q so that f 7pgq|U P OX).

15. Proposition [GaAG, 7.2.9, 7.2.11], [Ha, II.5.8]. Let f : X Ñ Y be a
morphism of schemes, and let F and G be quasi-coherent schemes over X and Y
ñ f˚F and f˚G are quasi-coherent schemes over Y and X respectively. More
precisely, if N is a B-module and M an A-module, where X “ SpecB and Y “

SpecA and f is given by a ring morphism AÑ B ñ f˚pÑq “ pNAq
„ and f 7pM̃q –

pM bA Bq
„, where NA means N considered as an A-module.

Proof. We simply remark that if X “ SpecB and Y “ SpecA are affine schemes,
and F “ M̃ , G “ Ñ , then f˚F “ M̃ seen as an A-module via f 7 : A “ OY pY q Ñ

B “ OXpXq, while f˚G “ Ñ bA B. For the general case, see [Ha, II.5.8]. �
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5.2. Locally free and invertible sheaves. Next we turn to a more restrictive
class of sheaves. These have a nice geometric interpretation in terms of vector
bundles, but lack the flexibility of (quasi-)coherent sheaves.

Vector bundles. Again let X be a scheme over k.

16. Definition (locally free sheaf). A sheaf of OX -modules F is locally free
of rank r if there exists an open cover tUiu such that F |Ui –

Àr
i“1 OpUiq for all

i.

In particular, a locally free sheaf is coherent. To interpret locally free sheaves in
more geometric terms we introduce the notion of a vector bundle of rank r on
a scheme X. This is a k-scheme E together with a k-morphism π : E Ñ X and
an open covering Ui of X such that

‚ there exist isomorphisms Ψα : π´1pUαq Ñ UαˆArk over Uα (local triviality
of E over Uα);

‚ the automorphisms Ψαβ :“ Ψα ˝Ψ´1
β are linear over Uαβ “ Uα X Uβ ,

see also Figure 5.21. The set π´1ppq is called the fibre over p. It is an r-dimensional
k-vector space.

Figure 21. The trivialisation of a vector bundle

17. Proposition [GaAG, p.132]. There is a 1´ 1-correspondence between vector
bundles π : E Ñ X of rank r and locally free sheaves F of rank r over X.

Proof. If π : E Ñ X is a vector bundle, then we define FU “ tk ´morphisms s :
U Ñ E | π ˝ s “ IdUu. This is a sheaf (the sheaf of sections of E) and the
isomorphism Ψ : E|Uα Ñ Uα induce the isomorphism with

À

OpUiq. Conversely,
isomorphims Ψα : FUα Ñ

À

OpUαq induce k-linear morphisms Ψαβ “ Ψα ˝ Ψ´1
β

between the stalks so that we can glue the local trivial models UαˆArk and UβˆArk
by Ψαβ . �

Again, the standard operation on quasi-coherent sheaves work also in the more
restricted category of locally free sheaves. In essence every linear algebraic operation
on modules gives rise to a corresponding operation on vector bundles resp. locally
free modules. Almost by design we have for instance the
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18. Proposition [GaAG, 7.3.4]. Let F and G be two locally free sheaves of rank
r and s respectively. Then the following sheaves are also locally free:

(i) F ‘ G of rank r ` s;
(ii) F b G of rank r ¨ s;
(iii) F_ of rank r.

If f : X Ñ Y is morphism, and G is a locally free sheaf over Y , then f˚G is a locally
free sheaf over X (the direct image of a locally free sheaf is not free in general).

19. Remark. Natural operations such as taking the kernel of linear morphisms
between vector bundles do not give rise to new vector bundles. Consider, for in-
stance, a matrix map A : Ar Ñ Ar whose entries depend polynomialy on some
underlying variables x1, . . . , xn. Generically, A will be invertible so that its kernel
is trivial, but at some points it will have a nontrivial kernel. The kernel sheaf looks
like a skyscraper sheaf which cannot be locally free for it does not have locally
constant rank. It is, however, still (quasi-)coherent which is why quasi-coherent
form a good category to work with.

Differentials and the tangent bundle. Next we want to investigate a special
vector bundle on smooth schemes: the tangent bundle.

20. Definition (relative differential). Let f : X “ SpecB Ñ Y “ SpecA be
a morphism of affine schemes. We define the B-module of relative differentials
ΩX{Y to be the free B-module generated by the formal symbols tdb | b P Bu subject
to the relationship

‚ dpb1 ` b2q “ db1 ` db2 for b1, b2 P B;
‚ dpb1 ¨ b2q “ db1 ¨ b2 ` b1 ¨ db2 for b1, b2 P B;
‚ da “ 0 for a P A.

The first two properties say that d : B Ñ ΩX{Y is an A-linear derivation.

21. Example. If A “ k then we write ΩX{k simply ΩX . For instance, if X “ Ank
then ΩAnk is simply the B “ krx1, . . . , xns-module generated by dx1, . . . , dxn. If
X Ă Ank is an affine variety with coordinate ring krx1, . . . , xns{pf1, . . . , frq, then
still the dxi generate ΩX but now we have the additional relations dfj “ 0. In fact,
ΩX “ krx1, . . . , xns{pdf1, . . . , dfrq where dfj “

ř

i Bxifjdx
i. In particular, if p is

a closed point of X so that we can consider k as an ApXq-module via evaluation
f̄ ÞÑ fppq, then

ΩX bApXq k “ xdx1, . . . , dxny{
`

ÿ

i

Bxifjppqdxi
˘

is just T_p X, the dual of the tangent space of X.

In order to define differentials for a morphism f : X Ñ Y between general schemes
we need an alternative characterisation of ΩX{Y which stresses the relationship with
tangent spaces.

22. Lemma [GaCA, 7.4.4]. Let AÑ B be a morphism of rings. Let δ : BbAB Ñ
B given by δpr1 b r2q “ r1r2 and let a “ ker δ Ă B bA B be the kernel ñ a{a2 is
an B-module and

ΩB{A – a{a2.
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Proof. The B-module structure on a{a2 is given by

x ¨ pbb cq :“ px ¨ bq b c “ bb px ¨ cq.

Note that if b b c P a, then a ¨ a Q x ¨ pb b cq ´ a b px ¨ bq “ b b c ¨ px b 1 ´ 1 b xq
which implies the second equality. We define a B-linear map by

ΩB{A Ñ a{a2, db ÞÑ 1b b´ bb 1.

To define its inverse we consider the B-module M :“ B ‘ ΩR{S which becomes a
ring under

pb‘ dcq ¨ pb̃‘ dc̃q :“ bb̃‘ pbdc̃` b̃dcq.

Then BˆB ÑM given by pb, cq “ bc‘ b ¨ dc is an A-bilinear morphism giving rise
to a map g : B bA B ÑM . By design, gpaq Ă ΩB{A and since gpa2q “ 0 we get an

induced morphism a{a2 Ñ ΩB{A. In fact, it is easy to check that this is the inverse

of the morphism ΩB{A Ñ a{a2. �

In scheme theoretic terms with X “ SpecB and Y “ SpecA the ring morphism
AÑ B corresponds to a scheme morphism X Ñ Y . Then SpecBbAB “ X ˆY X
and δ : B bA B Ñ B corresponds to the diagonal morphism X Ñ X ˆY X. It
follows that aX Ă BbAB is the ideal of the diagonal morphism ∆ : X Ă X ˆY X.
This motivates the

23. Definition (sheaf of relative differentials). Let F : X Ñ Y be a
morphism of schemes, and aX “ I∆pXq{XˆYX be the ideal sheaf of the closed
immersion X Ñ X ˆY X. Then

ΩX{Y “ ∆7
`

aX{a
2
X

˘

is called the sheaf of relative differentials. Again we simply write ΩX if Y “

Spec k.

This shows that ΩX{Y is a globally well-defined object which coincides with Defi-
nition 5.20 in the affine case. In particular, it is quasi-coherent.

As in the case of n-dimensional k-varieties we can speak about smooth n-dimensional
k-schemes of finite type which are schemes with smooth affine neighbourhoods. This
means that if U “ Spec krx1, . . . , xms{xg1, . . . , gry then the matrix pBigjq has rank
m´ n.

24. Proposition [GaAG, 7.4.11]. An n-dimensional k-scheme X of finite type is
smooth ô ΩX is locally free of rank n.

Proof. ð) If ΩX is locally free, then the fibre at p, which is T_p X, is n-dimensional.
Hence p is a smooth point.

ñ) We know that ΩX bApXq kp “ xdx1, . . . , dxmy{
`
ř

i Bxifjppqdxi
˘

. Now if p is a
smooth (closed) point, then this is n-dimensional by assumption, that is, Bxifjppq is
of maximal rank n´m. As this is an open condition, it will be of maximal rank near
p. Choosing coordinates appropriately, ΩX bApXq kq has dx1pqq, . . . , dxm´nqpqq as

a basis for points q in that neighbourhood so that ΩXpUq –
Àm´n

i OpUqdxi. �

25. Definition (tangent sheaf). We call TX “ Ω_X the tangent sheaf. It is
quasi-coherent, and if X is smooth, then TX is locally free. In this case, we call TX
the tangent bundle of X.
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26. Remark. This definition shows the flexibility of our geometric setup: While
in differential geometry, smoothness is crucial to define the tangent bundle, we
always have a quasi-coherent tangent sheaf for a k-scheme X (under mild additional
assumptions such as separateness which garantuee that X Ñ XˆSpec kX is a closed
immersion).

Invertible sheaves and line bundles. Next we are going to study these concepts
in the easiest case, namely for rank r “ 1.

27. Definition. An invertible sheaf is a locally free sheaf of rank 1. The
associated vector bundle L is called a line bundle.

28. Example. Let X be a smooth k-scheme of dimension n. Then ωX “ ΛnΩX
is invertible and called the canonical line bundle.

Note that the tensor product between two line bundles is again a line bundle.
Furthermore, L bOX L_ Ñ OX given by evaluating an element in L on L_ gives
an isomorphism, that is, L_ – L´1 whence the name “invertible sheaf”. The set
of line bundles therefore carries a natural group structure.

29. Definition. We call

Pic pXq “ tline bundles on Xu

the Picard group of X.

In the following we will focus on the case of smooth curves. Our goal is to show
that if X “ C is a smooth curve, then PicpXq – ClpCq.

If L is a line bundle, its sheaf of sections (which we also denote by L) is invertible,
but there are also other interesting sections. Let KC be the constant sheaf of
rational functions on X, that is, KCpUq “ KC .

30. Definition (rational sections). A rational section of L is a section of
the sheaf LbOC KC .

In fact, L bOC KC is the constant sheaf ĶC for C is covered by open sets with
LpUq – OCpUq which define a basis of the topology so that L bOC KCpUq –
OCpUq bOCpUq KCpUq – KC . In particular, global rational sections always exists;
take for instance the constant rational function 1. Note, however, that this does
not give rise to a constant section (which would trivialise L). In fact, the local
isomorphisms LpUq – OCpUq will carry 1 to a nontrivial rational sections which in
general will have zeroes and poles, see also Step 2 in the proof of Theorem 5.32.

With any rational section s we can associate a divisor as follows. Upon choosing a
trivialisation on some open set U , s|U corresponds to a rational function f P KC ,

and we let psq “ pfq. If f̃ is a rational function obtained by another trivialisation,

then f̃ “ g ¨ f , where g is a nowhere vanishing regular function (it is essentially

given by Ψij P GLpk, 1q “ k˚). In particular, pgq “ 0 so that pf̃q “ pgq` pfq “ pfq.

31. Example. Let C “ P1 with homogeneous coordinates rx1 : x2s. The
(regular) section s “ x0x1 P Op2qpCq has divisor psq “ r1 : 0s ` r0 : 1s while
s “ 1{x2

0 P Op´1qpCq has divisor psq “ ´2r0 : 1s.

We call a divisor D “
ř

app effective ô ap ě 0. We also write D ě 0 for an
effective divisor, and define D ě D1 to means D ´D1 ě 0.
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32. Theorem [GaAG, 7.5.9]. Let C be a smooth curve ñ there is an isomorphism
of abelian groups

PicpXq Ñ ClpXq, L ÞÑ psq for any rational section s P LbOC KC
with inverse

ClpXq Ñ PicpXq, D ÞÑ LD,
where LD is the invertible sheaf

LDpUq “ tf P KC | ppfq `Dq|U ě 0u

Proof. We proceed in three steps.

Step 1. The maps are well-defined. For any divisor D “
ř

app, LD is indeed an
invertible sheaf. Fix a point p in the support of D and an open neighbourhood U
which contains p, but no other point in the support of D. Since C is smooth its
cotangent space T_p C is one-dimensional and is generated by some linear function
ϕp which vanishes at p with multiplicity 1. Restricting U further if necessary we
may assume that p is the only zero of ϕp. An isomorphism OCpUq Ñ LDpUq is

then given by multiplication with ϕ
ap
p . Moreover, if D̃ is linearly equivalent to D,

that is, D̃ “ pϕq `D, then multiplication by ϕ yields an isomorphism LD Ñ LD̃.

Step 2. The maps are invertible to each other. Let s be a rational section of
L. Then f P LpUq ÞÑ f{s P OpsqpUq “ tϕ P KX | pϕ ` psqq|U ě 0u induces an
isomorphism between L and Opsq, hence PicpCq Ñ ClpCq Ñ PicpCq is the identity.
On the other hand, consider the invertible sheaf LD. Consider the rational section
of LD induced by the constant function s “ 1. We claim that psq “ D. Indeed, if U
is a small neighbourhood containing a single point p of the support of D with linear
function ϕp whose differential spans T_p C (cf. the first step), then the constant

function 1 corresponds to the local section ϕ
ap
p .

Step 3. The maps are group morphisms. If s and s̃ are rational sections of L and L̃
respectively, then ss̃ is a rational section of Lb L̃ whose divisor is pss̃q “ psq ` ps̃q.

�

33. Remark. More generally, this isomorphism holds for smooth schemes and
even more general schemes, cf. [Ha, II.6.11 and 14].

34. Example. Consider an effective divisor D on a curve C. For purposes
of illustration we assume D “ ap with a P N and p P C a closed point (the
general case works similarly). Considering D “ SpecA as a subscheme of C (where
A – krxs{pxaq – ka as a k-vector space, cf. Remark 4.48) we get a closed immersion
ι : D Ñ C sending p to p. The induced morphism ι7 : OC Ñ ι˚OD is stalkwise
given by ι7q “ 0 if q ­“ p and ι7pprU, f sq “ rU,

řa
j“0 f

pjqppqxjs, where f P OCpUq and

f pjq is the j-th formal derivative of the polynomial function f . It follows that the
ideal sheaf ID{C “ ker ι7 is given by the stalks pID{Cqq, q P C consisting of germs
rU, f s, f P OCpUq, such that f ě 0 if p R U and pfq ´ ap ě 0 if q “ p, the latter
condition being equivalent with f having a zero of order equal or greater than a.
In any case, pfq ´D ě 0 so that

ID{C – LD,
and this holds for any effective divisor (cf. also [Ha, II.6.18].
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5.3. Riemann-Roch. As a last application of the ideas discuss above we prove
the Theorem of Riemann-Roch.

Cohomology of sheaves. An important feature of sheaves is their associated
cohomology theory. This gives rise to natural invariants of the underlying space.
Again, the formalism applies to any topological space X and sheaf F , but of course,
we are mainly interested in the case of schemes and (quasi-)coherent sheaves.

We start with some definitions for a general topological space X. Let U “ tUαu
an open covering of X. Further, let NpUq be the nerve of U , which we define as
follows. The elements Uα of U are called the vertices. Any choice of q` 1 subsets
U0, . . . Uq span a q-simplex σ “ pU0, α, Uqq. The open set U0 X . . . X Uq “ |σ|
is called the support of the simplex σ. Then the nerve NpUq is the set of all
q-simpleces, q ě 0.

Next let F Ñ X be a sheaf. A q-cochain of U with coefficients in the sheaf F
is a function f which assigns to every q-simplex in NpUq a section fpσq P Γp|σ|,Fq.
We denote the set of q-cochains by CqpU ,Fq, so

C0pU ,Fq “
ź

α

FpUαq

C1pU ,Fq “
ź

α ­“β

FpUα X Uβq

. . ..

This set inherits the natural algebraic structure of F , so if F is a sheaf of abelian
groups, pf ` gqpσq “ fpσq ` gpσq P Γp|σ|,Fq. We define a group morphism

δq : CqpU ,Fq Ñ Cq`1pU ,Fq,
the so-called coboundary operator, for f P CqpU ,Fq and σ “ pU0, . . . , Uq`1q P

NpUq by

δqpfqpσq “
q`1
ÿ

i“0

p´1qiρi|σ|
`

fpU0, Ui´1, Ui`1, . . . , Uq`1q
˘

P ΓpU0 X . . .X Uq`1,Fq,

where ρi|σ| denotes the restriction map from ΓpU0 X Ui´1 X Ui`1 . . . X Uq`1,Cq to
Γp|σ|,Fq. Then CqpU ;Fq becomes a (differential) complex, i.e.

δq`1 ˝ δq “ 0,

which is a straightforward, if tedious, computation. For sake of simplicity we often
write δ instead of δq. Next we consider the subgroups

ZqpU ,Fq “ tf P CqpU ,Fq | δf “ 0u “ ker δq,

the q-cocycles, and

BqpU ,Fq “ δq´1Cq´1pU , q “ im δq´1,

the so-called q-coboundaries. Since δ2 “ 0, Bq Ă Zq, and the quotient group

HqpU ,Fq “
"

ZqpU ,Fq{BqpU ,Fq, q ą 0
Z0pU ,Fq, q “ 0

is the q-th cohomology group of U with coefficients in the sheaf F . These
cohomology groups obviously depend on the covering U , but we would like to turn
this into an invariant of the underlying topological space. For H0 ths is easy.

35. Lemma (0-th cohomology and global sections). For any covering U of
X we have

H0pU ,Fq “ ΓpX,Fq.
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Proof. A zero-cochain f P C0pU ,Fq assigns to each U P U a section fpUq P ΓpU,Fq.
By definition, f P H0pX,Fq ô δf “ 0. If we let Uαβ :“ Uα X Uβ denote pairwise
intersections for Uα and Uβ in U , the latter condition means that

δfpUαβq “ fpUαq|Uαβ ´ fpUβq|Uαβ “ 0,

that is, if Uαβ ­“ H then the local sections fpUαβq P ΓpUαβq agree on intersections

and there exists a global section f̂ P ΓpX,Fq which restricts to fpUαq. Conversely,

a global section f̂ P ΓpX,Fq obviously produces local sections fpUαq “ f̂ |Uα in
ΓpUαq which agree on the overlaps. �

To get rid of this dependence for higher cohomology we introduce the refinement
of U “ tUαu by the covering V “ tVau. This is a mapping µ : V Ñ U such that
Va Ă µpVaq for all Va P V. Put differently, any vertex of V must sit inside some
vertex of U . The map µ is called the refining map. It induces a map

µ : CqpU ,Fq Ñ CqpV,Fq
as follows. If f P CqpU ,Fq and τ “ pV0, . . . , Vqq is a q-simplex in NpVq, then
µpfqpV0, . . . , Vqq “ fpµpV0q, . . . , µpVqqq||τ |. Note that H ­“ V0 X . . .X Vq Ă µpV0q X

. . .X µpVqq so that pµpV0q, . . . , µpVqq is a q-simplex of NpUq. Clearly, µ is a group
morphism and commutes with δ, i.e. µ ˝ δ “ δ ˝ µ. It therefore descends to a group
morphism

µ˚ : HqpU ,Fq Ñ HqpV,Fq.
Although a refinement map is not uniquely determined, its induced map at coho-
mology level is:

36. Lemma. If V is a refinement of U , and if µ : V Ñ U and ν : V Ñ U are two
refining maps ñ µ˚ “ ν˚.

Proof. Let q “ 0. An element f P H0pU ,Fq is a collection tfpUαqu such that
fpUαq|Uαβ “ fpUβq|Uαβ . Hence µpfq is the collection tfpµpVaqqu. Under the identi-
fication with global sections, both tfpUαqu and tfpµpVaqqu glue to the same global
section, and similarly for ν. Hence µ˚ “ ν˚ “ Id.

Let q ą 0. We need to show that if f P ZqpU ,Fq, then νpfq ´ µpfq “ δθpfq
for some θpfq P Cq´1pV,Fq. Modulo coboundaries, this means that ν “ µ, i.e.
ν˚ “ µ˚. We define θ : CqpU ,Fq Ñ Cq`1pV,Fq as follows. If f P CqpU ,Fq and
τ “ pV0, . . . , Vq´1q P NpVq, then

θpfqpV0, . . . , Vq´1q “

q´1
ÿ

j“0

p´1qjfpµpV0q, . . . , µpVjq, νpVjq, . . . , νpVq´1qq||τ |.

Now this has at least on µ- and one ν-entry in every summand. Taking the differ-
ential, a short computation on τ “ pV0, . . . , Vqq shows that

δθpfqpV0, . . . , Vqq “
q
ÿ

j“0

p´1qj`1δfpµpV0q, . . . , µpVjq, νpVjq, . . . , νpVqqq||τ |

` ν˚pfqpτq ´ µ˚pfqpτq,

whence the assertion if δf “ 0. �

Now we can define a partial ordering on the set of coverings as follows. We write
V ď U if V is a refinement of U . By the previous lemma there is a well-defined
map ρUV : HqpU ,Fq Ñ HqppV,Fq which is transitive, i.e. ρVW ˝ ρUV “ ρUW , and



ALGEBRAIC GEOMETRY 1 & 2 169

such that ρUU “ 0. Note that the set of coverings is directed, that is, for any two
coverings U and V one can find a covering W such that W ď U and W ď V (take
for instance as vertices in W the intersections of the vertices in U and V). We can
therefore define

HqpX,Fq “ lim
ÝÑ
U
HqpU ,Fq

which by definition is the group obtained by taking the product
À

U H
qpU ,Fq and

by identifying two elements f P HqpU ,Fq and g P HqpV,Fq if there exists a common
refinement W of U and V such that the images of f and g in HqpW,Fq agree. In
particular, for each covering U there is a natural map HqpU ,Fq Ñ HqpX,Fq. Of
course we can replace the set of coverings of X by any cofinal subset of coverings,
that is a subset which for any given covering U contains a refinement V. The
cohomology thus obtained is usually referred to as Čhech cohomology. If we wish
to distinguish it from other cohomology theories we sometimes write Ȟq instead of
H for emphasis.

Apart of attaching to a (smooth projective) scheme X obvious invariants such as
HqpX,OXq, many classically defined numerical invariants have a cohomological
intepretation. For instance,

‚ the arithmetic genus which we defined in Example 4.54, namely pa “
dimkH

1pX,OXq, see [GaAG, Exer.III.5.3];
‚ the geometric genus which is defined as pg “ dimkH

0pX,ωXq;
‚ the Hodge numbers hp,q “ dimHqpX,ΩpXq where ΩpX “ ΛpΩX . Note

the symmetry hp,q “ hn´q,n´p for n “ dimX which is a consequence of
the Serre duality HqpX,Ωpq – Hn´qpX,Ωn´pq_. More generally, Serre
duality reads

HqpX,Fq_ – Hn´qpX,ωX b F_q

where F is a locally free sheaf [Ha, III.7.7 and 7.13] (taking F “ ΩpX gives
the case just defined).

‚ If X is a projective subscheme and F a coherent sheaf, then the Euler
characteristic of F is defined as

χpFq “
ÿ

p´1qq dimkH
qpX,Fq

(the assumptions on X and F ensure that this is indeed a finite integer).
The Euler characteristic is an additive invariant, i.e. if 0 Ñ F 1 Ñ F Ñ

F2 Ñ 0 is a short exact sequence of coherent sheaves on X we have χpFq “
χpF 1q ` χpF2q [Ha, Exer. III.5.1].

Statement and proof of Riemann-Roch. For a smooth projective curve,
ΩX – ωX is an invertible sheaf and Serre duality reads as

H1pX,Lq_ – H0pX,ωX b L
_q.

As a first consequence we deduce

37. Proposition. For a smooth curve C we have

papCq “ pgpCq.

This number will be therefore simply called the genus of C and denoted by g.

Proof. By Serre duality, pgpCq “ dimH1pX,Oq “ pa. �
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In the following let

lpDq “ dimH0pX,LDq
be the dimenison of the space of holomorphic sections.

38. Lemma. Let D P DivpCq. If lpDq ­“ 0 ñ degD ď 0 with equality ô
LD – OX .

Proof. If lpDq ą 0 then there exists f P H0pX,LDq such that pfq `D ě 0, that is,
´D is linearly equivalent to an effective divisor. Since deg descends to Cl, ´ degD
equals the degree of an effective divisor and is therefore positive. If furthermore
degD “ 0, then D is linearly equivalent to an effective divisor of zero degree which
can only be the zero divisor. �

We let K denote the so-called canonical divisor, that is, the divisor of ωX . We
can now state the

39. Theorem (Riemann-Roch) [Ha, IV.1.3]. Let D P DivpCq, where C is a
curve of genus g ñ

lpDq ´ lpK ´Dq “ degD ` 1´ g.

Proof. The divisor K ´D corresponds to the invertible sheaf ωX bL_D. Since X is
projective we can apply Serre duality to conclude that lpK´Dq “ dimH1pX,LDq.
We have this to show that the Euler characteristic

χpLDq “ degD ` 1´ g. (12)

This immediate for D “ 0 for lpOq “ 1, the curve being projective, and g “
dimH1pX,OXq. Since any divisor is a finite sum of (not necessarily distinct points)
we only need to show that if D is a divisor, the formula is true if and only if it is
true for D ` p. As we have observed in Example 5.34 we have the exact sequence

0 // L´p // OC
// kp // 0

where kppq denotes the skyscraper sheaf whose only nontrivial stalk is k at p.
Tensoring with LD`p gives

0 // LD // LD`p // kp // 0

This preserves exactness for LD`p is locally free as well as kppq for it is of rank 1.
Since the Euler characteristic is additive and χpkpq “ 1, we get

χpLD`pq “ χpLDq ` 1.

On the other hand, degpD ` pq “ degD ` 1, so that formula (12) is true for D ô

it is true for D ` p. �

40. Some easy applications.

(i) On a curve of genus g, degK “ 2g ´ 2. Indeed, lpKq “ pg “ g and lp0q “ 1,
whence 1´ g “ degK ` 1´ g
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(ii) A curve C is rational ô C is birational to P1. By Example 4.54 we know that
the arithmetic genus is a birational invariant and papP1q “ 0 so we only need
to show the converse, assuming that gpCq “ 0. Consider the divisor D “ p´q
for twi distinct (closed) points on C. In particular, degpK´Dq “ ´2, whence
lpK ´ Dq “ 0. Applying Riemann-Roch yields lpDq “ 1; since degD “ 0
we must have D „ 0, or equivalently, p „ q, by Lemma 5.38. So we kneed
to show that a curve is rational if there exist two distinct points which are
linearly equivalent. Indeed, if p „ q then there exists a rational function
f P KpXq with pfq “ p´q. In particular, f is not a constant and gives rise to
a field extension kpfq – KpP1q Ă KpXq. This corresponds to a rational map
ϕ : X Ñ P1 with ϕ7pr1 : 0sq “ p. But this means that rKpXq : KpP1qs “ 1
so that KpP1q “ KpXq, that is, X is birational to P1, see [Ha, Chpater II.6],
in particular [Ha, II.6.8 and II.6.9]. In fact, it follows from our discussion on
curves in Section 3.3.4, in particular Proposition 3.110 and Corollary 3.114
that a projective smooth curve which is birational to P1 is actually already
biregular to P1 (see also [Ha, II.6.7]). Since the divisors p and q on P1 have
the same degree, they are actually linearly equivalent for ClpP1q “ Z by
Proposition 4.67 so that a curve is actually rational if and only if any two
points are linearly equivalent.

(iii) Moving up the genus by one we say that a curve is elliptic if g “ 1. On
an elliptic curve, we have the by definition degK “ 0 and lpKq “ 1. In
particular, K must be trivial in view of Lemma 5.38.

Appendix A. Rudiments of category theory

We discuss the basic notions of category theory. For a further development see for
instance [GeMa].

1. Definition (category). A category C consists of the following data:

(i) A class of objects Ob C;
(ii) for any two objects A, B P Ob C a set MorCpA,Bq of morphisms. We denote

an element of MorCpA,Bq usually by AÑ B.

Furthermore, for any three objects A, B and C P C there exists a map

˝ : MorCpA,Bq ˆMorCpB,Cq Ñ MorCpA,Cq, pf, gq ÞÑ g ˝ f

such that MorCpA,Bq is a monoid, i.e.

(i) ˝ is associative, i.e. pg ˝ fq ˝ h “ g ˝ pf ˝ hq;
(ii) for all A P Ob C there exists a morphism IdA P MorCpA,Aq, the so-called

identity of A such that for all B P Ob C and for all f P MorCpA;Bq and
g P MorCpB,Aq we have

f ˝ IdA “ f and IdA ˝g “ g.

To simplify the notation we often write Mor instead of MorC . A category C is small
if Ob C is a set.

2. Definition (isomorphism). Let C be a category. A morphism f P

MorCpA,Bq is called a (categorical) isomorphism if there exists g P MorCpB,Aq
such that g˝f “ IdA and f ˝g “ IdB , that is, f has a two sided inverse. In this case
we also write g “ f´1. If C is small, then being isomorphic defines an equivalence
relation on Ob C and we denote by IsopCq the set of equivalence classes.

3. Examples. (see also [GeMa, Section II.§1.5] for examples.)
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(i) The basic example is the category SET of sets with maps as morphisms. Note
that there is no set of sets (cf. Russell’s paradoxon) which is why the objects
form a class, not a set. On the other hand, MorSET pA,Bq Ă A ˆ B is of
course a set. Isomorphisms are just bijective maps. Further examples in this
vein are given by algebraic categories such as the category of abelian groups
ABG or A-modules MODA with the corresponding notion of (iso)morphisms
(group morphisms, A-linear (bijective) maps, etc.) or geometric categories
(e.g. category of varieties with (bi)regular maps as (iso)morphisms). This
also explains the general notation AÑ B for morphisms.

(ii) More exotic examples include the catgeory CpIq of a partially ordered set
I, where Ob CpIq “ I, and MorCpIqpi, jq consists of one element if i ď j
and is empty otherwise. In particular, MorCpIqpi, iq “ tIdiu and an element
f P MorCpi, jq is an isomorphism if and only if i “ j and f “ Idi. If X is
a topological space we can consider the category TOPX . Here, the objects
are the open subsets of X (a subset of the power set of X), and MorpU, V q is
the inclusion if U Ă V and the empty set otherwise. Again, MorpU,Uq “ IdU
and f P MorpU, V q is an isomorphism if and only if U “ V and f “ IdU .
Finally, we can consider the category SHEAFX whose objetcs are sheaves on
X, and MorpF ,Gq are sheaf morphisms. Here, the notion of isomorphism is
the catgeorical one, i.e. ϕ : F Ñ G is an isomorphism of sheaves if and only if
it has a two sided inverse (cf. Definition 1.77). The definition of injective and
surjective sheaf morphism was designed in such a way that an isomorphism is
precisely a morphism which is injective and surjective, cf. Exercise 1.86.

4. Definition. An object U of a category is called universally repelling
(attractive) if for any other object A there exists exactly one morphism U Ñ A
(AÑ U). For sake of brievety we also call U simply universal.

It follows immediately from the definition that if U is universal, then MorpU,Uq “
tIdUu, and U is unique up to unique isomorphism.

5. Example. Let M1, . . . ,Mr be a finite number of A-modules. We construct
a categaory C as follows. Take r-multilinear maps from f : M1 ˆ . . . ˆMr Ñ N ,
where N is some further A-module, as the objects of our category C. For two objects
f : M1 ˆ . . .ˆMr Ñ N , g : M1 ˆ . . .ˆMr Ñ L, let a morphism f Ñ g P Morpf, gq
be an A-linear map h : N Ñ L such that g “ l ˝ f . Then the tensor product is a
universally repelling object for C.

We can also consider “maps” between categories.

6. Definition (functor). For two categories C and D we call F : C Ñ D a
functor an assignement which associates with any object A in C an object F pAq in
D, and for any two objects A and B a map MorCpA,Bq Ñ MorDpF pAq, F pBqq (F
is covariant) or MorCpA,Bq Ñ MorDpF pBq, F pAqq (F is contravariant) taking
f to F pfq, and having the following properties:

(i) F pIdAq “ IdF pAq;
(ii) F pf ˝gq “ F pfq ˝F pgq (F covariant) or F pf ˝gq “ F pgq ˝F pfq (F contravari-

ant);
(iii) A presheaf onb X can be regarded as a contravariant functor TopX Ñ AbG.

7. Remark. If F is a covariant (contravariant) functor, we often write f˚ (f˚)
for F pfq.
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8. Examples.

(i) The basic example of a covariant functor is the so-called forgetful functor
from a category C to Set which associates with say an A-module its underlying
set,and with an A-linear map its underlying set theoretic map.

(ii) The assignement which takes an A-module M to its dual module M_, and
an A-linear map f : M Ñ N to the dual map f_ : N_ Ñ M_ defined by
fpλqpmq “ λpfpmqq for all m PM is a contravariant functor.

(iii) Consider the category TOP˚ of pointed topological spaces pX, aq as objects
together with continuous maps between them as morphisms, i.e. f : pX, aq Ñ
pY, bq satisfies fpaq “ b. The assignement pX, aq ÞÑ π1pX, aq “ the fundamen-
tal group of X, f : pX, aq Ñ pY, bq ÞÑ f˚ : π1pX, aq Ñ π1pY, bq is a functor
between TOP˚ and GRP, the category of groups.

A useful notion of “isomorphic” categories is this.

9. Definition (equivalence of categories). Two small categories C and D are
(covariantly) equivalent if there exists a covariant functor F : C Ñ D such that
F

(i) induces a surjective map on isomorphism classes IsopCq Ñ IsopDq. Put dif-
ferently, for any object y in D there exists an object x in C with F pxq is
isomorphic with y.

(ii) full and faithful, that is, for any two objects x1, x2 in C the induced map
F px1, x2q : Morpx1, x2q Ñ MorpF px1q, F px2qq is surjective and injective.

An analogous definition applies for contravariant equivalent categories.

10. Example. The category of affine varieties over k is equivalent with the
category of finitely generated k-algebras without zero divisors (cf. Corollary 1.142).

Appendix B. Recap on field extensions

A field extension is an embedding k ãÑ K of the ground field k into some bigger
field K (note in passing that any nontrivial k-linear map between fields is ncessarily
injective). In particular, we may view K as a k vector space; it is customary to
write K{k for the field extension and rK : ks for dimkK, the degree of the field
extension, but we will not do that. There are several types of field extensions which
are important for us. A good reference is [Bo].

1. Definition (finite and algebraic field extensions). A field extension
k Ă K is finite if the dimension dimkK ă `8. Moreover, k Ă K is algebraic if
for any α P K there exists f P krxs such that fpαq “ 0.

2. Proposition. A finite field extension is algebraic.

Proof. Indeed, if α P K, then there must be an n so that t1, α, α2, . . . , αnu becomes

linearly dependent over k, that is αn “
řn´1
i“0 aiα

i. We let krαs denote the subring

of K generated by k and α, that is, krαs “ t
řn´1
i“0 aix

i | ai P ku. Since this
is an integral domain and krxs Euclidean, so in particular a PID, the kernel of
krxs Ñ krαs, X ÞÑ α, must be a principal ideal, so ker “ pfq for an irreducible
element f . In particular, pfq is maximal so that krαs “ kpαq :“ Quot krαs is
actually a field. Moreover, dimk kpαq “ deg f . Indeed, krxs is Euclidean so that
g “ qf ` r with uniquely determined polynomials deg r ă deg f . It follows that
equivalence classes 1, x̄, x̄2, . . . , x̄n´1 form a k-basis of krxs{pfq – kpαq. �
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3. Remark. If in the proof of the previous proposition we normalise the polyno-
mial f so that it is monic, i.e. f “ xn ` an´1x

n´1 ` . . . ` a0, then f is called the
minimal polynomial of α and is uniquely determined. In general, if f P krxs is
irreducible, then k Ă krxs{pfq is a finite extension in which f has a root.

4. Examples.

(i) Let k “ R and f “ x2 ` 1, then C “ Rrxs{px2 ` 1q.
(ii) Q̄ “ tα P C | α algebraic over Cu be the algebraic closure of Q. Then

Qp n
?

3q Ă Q̄ has minimal polynomial Xn ´ 3 since it is irreducible by Eisen-
stein’s criterion. It follows that dimQ Qp n

?
3q “ n. In particular, dimQ Q̄ “ 8

which shows that algebraic extensions need not be finite in general.

As the first example shows, a field k need not be algebraically closed, i.e. there
are polynomials f P krxs which do not admit a root in k. However, we have the
following

5. Theorem (existence of the algebraic closure). For any field k there exists
an algebraic field extension k Ă K such that K is algebraically closed field.

Proof. See [Bo, Theorem 3.4.4]. �

Item (ii) in the previous example can be generalised as follows:

6. Definition. If k is a field and K an algebraically closed field so that k Ă K is
algebraic, we call

k̄ “ tα P K | α is algebraic over ku

the algebraic closure of k. The field k̄ is determined up to isomorphism which
restricts to the identity on k (cf. [Bo, Corollaries 3.4.7 and 10]).

7. Definition (Galois extensions). A field extension k Ă K is normal if any
irreducible polynomial f P krxs which has a root in K splits into linear factors in
Krxs. Further, k Ă K is called separable if it is algebraic and every a P K is the
root of a separable polynomial in krxs, i.e. a polynomial whose roots are simple. A
field extension is Galois if it is normal and separable. In this case, the group of
automorphisms of K which leave k fixed is called the Galois group of the field
extension k Ă K.

In characterstic 0 every algebraic field extension is separable [Bo, Remark 3.6.4].
We will not make much use of Galois extensions; its main importance for us stems
from Remark 0.8. For a field extension k Ă K with K algebraically complete and
Galois, the Galois group allows in principle to identify those points in Kn which
correspond to maximal ideals in krx1, . . . , xns, see Remark 0.8.

8. Definition. A field k is called perfect if any algebraic field extension of k is
separable.

Since any irreducible polynomial over a field of characteristic 0 is separable [Bo,
Proposition 3.6.2], any such field is perfect. Further examples are finite fields or al-
gebraically closed fields are also perfect. One of the main features of finite separable
extensions is the



ALGEBRAIC GEOMETRY 1 & 2 175

9. Theorem of the Primitive element. If k Ă K is a finite separable field
extension, then there exists a so-called primitive element α P K such that K “

kpαq.

Proof. See [Bo, Proposition 3.6.12] �

Next we consider non-algebraic field extensions.

10. Definition (transcendence base). Consider a field extension k Ă K.
Elements α1, . . . αn P K are algebraically independent if the natural surjection

krx1, . . . , xns Ñ krα1, . . . , αns Ă K Ñ 0

sending xi to αi is actually an isomorphism of k-algebras, that is, we have an injec-
tion krx1, . . . , xns ãÑ K sending xi to αi. Put differently, if there is a polynomial
relation of the form fpα1, . . . , αnq “ 0 for f P krx1, . . . , xns, then f “ 0. A family
B “ tαiuiPI is algebraically independent if the previous definition applies for any
finite subset of B. If in this case the field extension kpBq Ă K is algebraic, then
A is called a transcendence base. If K “ kpBq for some transcendence base, we
call the field extension k Ă K purely transcendental.

Any field extension k Ă K can be factorised into a purely transcendental field
extension k Ă kpBq Ă K, where the latter field extension is algebraic:

11. Proposition and Definition (transcendence degree). Any field extension
k Ă K admits a transcendence base. Any two transcendence bases have the same
cardinality which we call the transcendence degree and write trdegkK.

Proof. See [Bo, Proposition 7.1.3 and Theorem 7.1.5]. �

12. Proposition (Zariski’s lemma). Let k Ă K be a field extension, where K
is a finitely generated k-algebra. Then k Ă K is a finite field extension.

Proof. Let K “ krα1, . . . , αns. If K is algebraic over k, we are done. So assume
otherwise and relabel the αi in such a way that α1 “ x1, . . . , αr “ xr are alge-
braically independent over k, and xi are algebraic over the field L “ kpα1, . . . , αrq.
Hence K is a finite algebraic extension of L and therefore a finite L-module. From
Proposition 2.8 (i) applied to k Ă L Ă K, we infer that L “ krβ1, . . . , βss is a
finitely generated k-algebra (we can, of course, also directly appeal to Noether nor-
malisation). But this can only happen if L “ k. To see this rigourosly, we note
that each βi P L so that βi “ fi{gi for polynomials fi and gi in x1, . . . , xr. Now
there are infinitely many irreducibles in the factoriel ring krx1, . . . , xrs (there are
infinitely many primes just by the same argument as for Z). Hence there is an
irreducible polynomials which is prime to any of the finitely many gi (for instance,
take h “ g1 ¨ . . . ¨ gs ` 1 would do). Therefore, h´1 P L cannot be a polynomial in
the yi (clear the common denominator and multiply by h). Contradiction. �

Do not confuse the notion of a finitely generated k-algebra K with a finitely
generated field extension k Ă K which means that K is a finite field extension
of a purely transcendental one. If K is a finitely generated k-algebra, then there
exist αi P K such that K “ krα1, . . . , αns. The previous proposition then says that
no subset of these generators is algebraically independent. If k Ă K is a finitely
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generated field extension, then K “ kpα1, . . . , αrq where we can label the αi in
such a way that α1, . . . , αn form a transcendence base so that kpα1, . . . , αnq Ă K
is an algebraic, in fact finite extension of the purely transcendental field extension
k Ă kpα1, . . . , αnq.

13. Proposition and definition (separably generated field extensions).
A field extension k Ă K is separably generated if there is a transcendence base
B such that kpBq Ă K is a separable algebraic extension. In this case, B is called
a separating transcendence base. For a finitely and separably generated field
extension k Ă K “ kpα1, . . . , αrq the set of generators tαiu contains a separating
transcendence base.

Proof. See [Bo, Proposition 7.3.7] �

14. Proposition (perfect fields and separably generated field extensions).
If k is a perfect field, any finitely generated field extension k Ă K is separably
generated.

Proof. See [Bo, Corollary 3.7.8]. �
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